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Abstract. The purpose of this work is to introduce a concept of traveling waves in the set-
ting of periodic metric graphs. It is known that the nonlinear Schrödinger (NLS) equation
on periodic metric graphs can be reduced asymptotically on long but finite time intervals
to the homogeneous NLS equation, which admits traveling solitary wave solutions. In order
to address persistence of such traveling waves beyond finite time intervals, we formulate
the existence problem for traveling waves via spatial dynamics. There exist no spatially
decaying (solitary) waves because of an infinite-dimensional center manifold in the spatial
dynamics formulation. Existence of traveling modulating pulse solutions which are soli-
tary waves with small oscillatory tails at very long distances from the pulse core is proven
by using a local center-saddle manifold. We show that the variational formulation fails
to capture existence of such modulating pulse solutions even in the singular limit of zero
wave speeds where true (standing) solitary waves exist. Propagation of a traveling solitary
wave and formation of a small oscillatory tail outside the pulse core is shown in numerical
simulations of the NLS equation on the periodic graph.
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1. Introduction

Traveling waves in nonlinear models have been widely studied due to their important
applications in physics, chemistry, and biology.

If the nonlinear model is formulated as a partial differential equation (PDE) for u(t, x) :
R × R → R in time t and spatial coordinate x, then traveling waves are solutions of the
form u(t, x) = ϕ(x − ct), where c is the wave speed and ϕ(x) : R → R is the wave profile
satisfying an ordinary differential equation (see e.g. [1]).

If the nonlinear model is formulated as a lattice differential equation (LDE) for {uj(t)}j∈Z :
R → RZ in time t on the lattice Z, then traveling waves are solutions of the form uj(t) =
ϕ(hj − ct), where h is the lattice spacing, c is the wave speed, and ϕ : R → R is the wave
profile satisfying a differential advance-delay equation (see e.g. [21]).

In the context of traveling modulating pulses in spatially homogeneous systems or stand-
ing modulating pulses in spatially periodic systems, solutions of nonlinear PDEs have
been considered in the form u(t, x) = ϕ(x − ct, x), where ϕ is periodic with respect to
x and spatially decaying with respect to ξ = x − ct with c being the wave speed (see e.g.
[11, 12, 17, 24]). Methods of spatial dynamics have been used to construct modulating
pulse solutions which decay to oscillatory tails of sufficiently small amplitude. Traveling
modulating pulses in spatially periodic systems involve three spatial scales and solutions are
written in the form u(t, x) = ϕ(ξ, z, x), where ϕ is periodic with respect to x and z = kx−σt
and spatially decaying with respect to ξ = x− ct with k being the spatial wave number, σ
being the temporal wave number, and c being the wave speed [6].

The purpose of this work is to introduce a concept of traveling waves in a nonlinear PDE
posed on a periodic metric graph. For the sake of simplicity, we consider the focusing cubic
nonlinear Schrödinger equation (NLS). In the setting of metric graphs, the NLS equation
has been widely studied due to many applications in quantum communications and optics,
see the surveys [8, 14].

1.1. Formulation of the evolution model. Let Γ be a periodic graph written in the
form

Γ =
⊕
n∈Z

Γn,

where each cell Γn is identical to others for n ∈ Z. For the particular necklace graph shown
in Figure 1, Γn includes a line segment Γn,0 of length L1 and two semi-circles Γn,+ ⊕ Γn,−
each of length L2. If the period of Γ is normalized to 2π, then L1 + L2 = 2π whereas
Γn,0 and Γn,± are identified isometrically with the intervals In,0 = [2πn, 2πn + L1] and
In,± = [2πn+ L1, 2π(n+ 1)].

• • • • • •

Figure 1. Schematic representation of a necklace graph.

Let ψ(t, x) : R × Γ → C be the wave function defined piecewise with components ψn,0
on In,0 and components ψn,± on In,± subject to the following Neumann–Kirchhoff (NK)
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boundary conditions at each vertex point:

(1.1)

{
ψn,0(t, 2πn+ L1) = ψn,+(t, 2πn+ L1) = ψn,−(t, 2πn+ L1),

∂xψn,0(t, 2πn+ L1) = ∂xψn,+(t, 2πn+ L1) + ∂xψn,−(t, 2πn+ L1),

and

(1.2)

{
ψn,+(t, 2π(n+ 1)) = ψn,−(t, 2π(n+ 1)) = ψn+1,0(t, 2π(n+ 1)),

∂xψn,+(t, 2π(n+ 1)) + ∂xψn,−(t, 2π(n+ 1)) = ∂xψn+1,0(t, 2π(n+ 1)).

The focusing cubic NLS equation can be written in the normalized form:

(1.3) i∂tψ + ∂2xψ + 2|ψ|2ψ = 0, ψ(t, x) : R× Γ → C.

Standing time-periodic and spatially decaying wave solutions of the NLS equation on
metric graphs have been considered in many details in the recent literature, see [14] for a
survey. For the necklace graph, the NLS equation (1.3) on Γ was reduced to homogeneous
NLS and Dirac equations on the real line R by using homogenization methods in [10]. This
gives a finite-time approximation of the standing time-periodic and spatially decaying waves
by the solitary wave solutions of the NLS and Dirac equations. Methods of discrete spatial
dynamics were used in [25] to obtain the standing wave solutions directly due to separation
of the variables t ∈ R and x ∈ Γ. Furthermore, variational methods were developed to study
the standing wave solutions as minimizers of energy functionals, see e.g. [7, 22]. Standing
waves in the limit of large energies were also studied by using asymptotic methods in [3].
Extension of the existence results for standing time-periodic waves in the nonlinear Klein–
Gordon equation on the necklace graph can be found in [18].

Traveling long waves were considered by using the homogenization of the regularized
Boussinesq equation on the periodic graph Γ within the validity of the KdV (Korteweg–de
Vries) approximation [9]. However, the variables t ∈ R and x ∈ Γ are not separated for
traveling waves and hence it is not clear how to formulate the existence problem for such
traveling wave solutions. This problem is addressed in our work.

1.2. Main results. In order to introduce the main results, we recall the Floquet–Bloch
spectral theory for the operator −∂2x on L2(Γ) (see [10, 25] and earlier works [15, 16, 20]).
The spectrum of −∂2x in L2(Γ) is purely continuous and can be recovered with the Bloch
eigenfunctions

(1.4) w(x) = eiℓxf(ℓ, x), f(ℓ, x) = f(ℓ, x+ 2π) = f(ℓ+ 1, x)eix, (ℓ, x) ∈ R× Γ,

where f(ℓ, x) = f(ℓ, x+2π) can be written in the component form as fn(ℓ, x) = fn+1(ℓ, x+
2π) for x ∈ Γn. The Bloch eigenfunctions are found from solutions of the spectral problem

(1.5) −(∂x + iℓ)2f(ℓ, x) = ω(ℓ)f(ℓ, x), (ℓ, x) ∈ R× Γ0

subject to the boundary conditions

(1.6)

{
f0(ℓ, L1) = f+(ℓ, L1) = f−(ℓ, L1),

(∂x + iℓ)f0(ℓ, L1) = (∂x + iℓ)f+(ℓ, L1) + (∂x + iℓ)f−(ℓ, L1),



4 S. LE COZ, D. PELINOVSKY, AND G. SCHNEIDER

and

(1.7)

{
f+(ℓ, 2π) = f−(ℓ, 2π) = f0(ℓ, 0),

(∂x + iℓ)f+(ℓ, 2π) + (∂x + iℓ)f−(ℓ, 2π) = (∂x + iℓ)f0(ℓ, 0),

where Γ0 is the basic cell of the periodic graph Γ. By the spectral theorem, the spectrum
of −∂2x in L2(Γ) is given by the union of the spectral bands

(1.8) σ(−∂2x) =
⋃
m∈N

{ωm(ℓ) : ℓ ∈ B},

where B := [−1
2
, 1
2
) is the so-called Brillouin zone, to which (ωm) might be restricted by

periodicity.
The homogenization result from [10] can be stated as follows. Pick m0 ∈ N and ℓ0 ∈ B

and assume that ωm(ℓ0) ̸= ωm0(ℓ0) for every m ̸= m0. For every C0 > 0 and T0 > 0, there
exists ε0 > 0 and C > 0 such that for all solutions A ∈ C0(R, H3(R)) of the homogeneous
NLS equation

(1.9) i∂TA+
1

2
ω′′
m0

(ℓ0)∂
2
XA+ 2γ|A|2A = 0, γ :=

∥fm0(ℓ0, ·)∥4L4(Γ0)

∥fm0(ℓ0, ·)∥2L2(Γ0)

,

satisfying
sup

T∈[0,T0]
∥A(T, ·)∥H3 ≤ C0

and for all ε ∈ (0, ε0), there are solutions ψ ∈ C0([0, T0/ε
2], L∞(Γ)) of the NLS equation

(1.3) satisfying

(1.10) sup
t∈[0,T0/ε2]

sup
x∈Γ

|ψ(t, x)− εA(ε2t, ε(x− ct))fm0(ℓ0, x)e
iℓ0xe−iωm0 (ℓ0)t| ≤ Cε3/2,

where c = ω′
m0

(ℓ0).
The focusing cubic NLS equation (1.9) on the real line R admits a family of traveling sech-

soliton solutions if ω′′
m0

(ℓ0) > 0 since γ > 0. By (1.10) if the initial data for ψ(0, ·) ∈ L∞(Γ)
is close to the family of traveling sech-solitons, the solution of the NLS equation (1.3) on
the periodic graph Γ is approximated by the traveling solitary waves on long but finite time
intervals. The following two main questions are addressed in this work:

• Can we define the traveling wave solutions on the periodic graph Γ for all times?
• Do the traveling waves remain spatially decaying for all times?

For the first question, if we think of the traveling wave reductions of the NLS equation
(1.3) on the periodic graph Γ, we can try substitutions of the form of either ψ(t, x) =
ψ(x − ct, x) or ψ(t, x) = ψ(t, x − ct). However, these solution forms mix up the boundary
conditions (1.1) and (1.2) which are no longer defined at the time-independent points of the
spatial line. Therefore, these solution forms do not express the concept of traveling waves
which move across the periodic graph Γ with a constant propagation speed.

As the main results of our paper, we give a positive answer to the first question and a
generally negative answer to the second question. We define traveling waves by using the
spatial dynamics formulation of the NLS equation (1.3) on the periodic graph Γ. Then, we
study the linearized system near the zero equilibrium and show that there exist infinitely
many purely imaginary eigenvalues of the linearized system which correspond to the center
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manifold of the spatial dynamical system. As a result, no true spatially decaying solutions to
zero (homoclinic orbits) exist generally at the intersection of stable and unstable manifolds
of the spatial dynamical system. The best approximation of the spatially decaying traveling
wave solutions are traveling modulating pulses with small oscillatory tails far away from
the pulse center, similarly to the traveling modulating pulses in a spatially periodic PDE
studied in [6] and similarly to the homoclinic orbits in a temporally periodic LDE studied
in [5]. Such solutions are identified in the following theorem.

Theorem 1. Pick m0 ∈ N and ℓ0 ∈ B with ω′′
m0

(ℓ0) > 0 and define{
σ0 = −ωm0(ℓ0) + ℓ0ω

′
m0

(ℓ0),

c0 = ω′
m0

(ℓ0).

Assume that the set of purely imaginary roots λ ∈ iR of the characteristic equations

σ0 + ic0λ+ ωm(−iλ) = 0, m ∈ N,
admit only simple nonzero roots, with the exception of a double zero root for m = m0 and
ℓ = ℓ0. For every N0 > 0, there exist ε0 > 0 and C0 > 0 such that for every ε ∈ (0, ε0), the
NLS equation (1.3) admits a traveling wave solution of the form

ψn(t, x) = ϕ(x− ct, x− 2πn)eiσt, ϕ(ξ, x) : R× Γ0 → C
with σ = σ0 + ε2, c = c0 and ϕ satisfying

sup
ξ∈[−N0ε−1,N0ε−1]

sup
x∈Γ0

|ϕ(ξ, x)− εA(εξ)fm0(ℓ0, x)e
iℓ0ξ| ≤ C0ε

2,

where A ∈ H∞(R) is a solution of the stationary homogeneous NLS equation

(1.11)
1

2
ω′′
m0

(ℓ0)A
′′ − A+ 2γ|A|2A = 0, γ :=

∥fm0(ℓ0, ·)∥4L4(Γ0)

∥fm0(ℓ0, ·)∥2L2(Γ0)

.

We note that the stationary NLS equation (1.11) is a traveling wave reduction of the
time-dependent NLS equation (1.9), hence the sech-solitons of the NLS equation (1.9) give
the leading-order approximation of the traveling wave solutions of the NLS equation (1.3)
on the periodic graph Γ. These solutions do not decay to zero for |ξ| ≥ N0ε

−1 but approach
the oscillatory remainder term.

The main novelty and significance of this work is not the proof of Theorem 1 but rather
the definition and analysis of the existence problem for traveling waves on periodic metric
graphs. If the periodic graph Γ is replaced by a ladder graph shown in Figure 2, then
the spatial dynamical system has exact solutions for traveling solitary waves, due to the
additional symmetry of the ladder graph. This gives one example where the oscillatory tails
far away from the pulse center are identically zero in Theorem 1.

Figure 2. Schematic representation of a ladder graph.
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1.3. Organization of the paper. In Section 2, we give the spatial dynamics formulation
of the existence problem for traveling waves of the NLS equation (1.3) on the necklace graph
Γ of Figure 1. In the homogeneous case with L2 = 0, this formulation admits exact traveling
sech-soliton solutions, as we show in Appendix A. In the general case, the spatial dynamical
system can be formulated variationally but, as we show in Appendix B, no minimizers of
the energy functional exist even in the singular limit of zero wave speed where the true
standing solitary waves exist.

Section 3 contains the analysis of the linearized system at the zero solution. We show that
the linearized system admits infinite-dimensional center, stable, and unstable manifolds. Bi-
furcations of small traveling waves are identified from the existence and splitting of double
eigenvalues off the imaginary axis. However, the presence of infinitely many purely imag-
inary eigenvalues suggests that the traveling modulating pulse solutions generally exhibit
small oscillatory tails at very long distances from the pulse core.

Bifurcations of traveling modulating pulses are studied in Section 4, where we formally
derive the stationary NLS equation (1.11) and construct a local center-stable manifold
of the spatial dynamical system satisfying the reversibility constraints. Estimates on the
center-stable manifold justify the approximation bound formulated in Theorem 1.

Section 5 illustrates the robustness of traveling solitary waves with the help of numerical
simulations of the initial-value problem for the NLS equation (1.3). We do observe the small
oscillatory tails outside the pulse core but their amplitude is small if the parameters of the
traveling waves are close to the bifurcation threshold.

Section 6 gives the analysis of the traveling waves for the ladder graph in Figure 2, where
the spatial dynamical system admits exact solutions for true traveling solitary waves. We
show that the spatial dynamical system also admits other bifurcations but no true solitary
waves generally exist for other bifurcations due to the same reason as for the necklace graph
in Figure 1.

2. Spatial dynamics formulation

To define the traveling wave solutions for the NLS equation (1.3), we first reset the wave
function as an infinite-dimensional vector on a fixed spatial domain. In other words, we
replace ψn(t, x− 2πn) for x ∈ Γn and n ∈ Z by ψn(t, x), where the new component ψn(t, x)
is now defined for (t, x) ∈ R × Γ0, with Γ0 being the basic cell of the periodic graph Γ.
Traveling waves are solutions of the form:

(2.1) ψn(t, x) = ψn+1(t+ 2πc−1, x)e−i2πc
−1σ, t ∈ R, x ∈ Γ0,

with the two parameters given by the propagation speed c ̸= 0 and the frequency σ ∈ R.
The reason why the solution form (2.1) expresses the concept of traveling waves is that
the same profile is repeated at each site n ∈ Z of the lattice with some time delay 2πc−1

between the two adjacent sites and with rotation of the complex phase. Solutions of the
form (2.1) are equivalent to the traveling wave reduction:

(2.2) ψn(t, x) = ϕ(2πn− ct, x)eiσt, ϕ(ξ, x) : R× Γ0 → C.
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The NLS equation (1.3) for the traveling wave solutions of the form (2.2) can be rewritten
in the equivalent form

(2.3) −ic∂ξϕ+ ∂2xϕ+ 2|ϕ|2ϕ = σϕ, ϕ(ξ, x) : R× Γ0 → C,

where ϕ(ξ, ·) consists of the component ϕ0(ξ, ·) defined on [0, L1] and the components ϕ±(ξ, ·)
defined on [L1, 2π] subject to the boundary conditions:

(2.4)

{
ϕ0(ξ, L1) = ϕ+(ξ, L1) = ϕ−(ξ, L1),

∂xϕ0(ξ, L1) = ∂xϕ+(ξ, L1) + ∂xϕ−(ξ, L1),

and

(2.5)

{
ϕ+(ξ, 2π) = ϕ−(ξ, 2π) = ϕ0(ξ + 2π, 0),

∂xϕ+(ξ, 2π) + ∂xϕ−(ξ, 2π) = ∂xϕ0(ξ + 2π, 0).

Boundary conditions (2.4)–(2.5) follows from (1.1)–(1.2) for the solutions of the form (2.2).
The system of equations (2.3) is nonlocal because the boundary conditions (2.5) at the

end points x = 0 and x = 2π are related with the 2π shift with respect to the variable
ξ ∈ R. In particular, the operator ∂2x in L2(Γ0) equipped with the boundary conditions
(2.4) and (2.5) cannot be defined independently of ξ ∈ R.
In order to obtain a local formulation of the spatial dynamical system, we introduce the

substitution

(2.6) ϕ(ξ, x) = ϕ̃(ξ + x, x), ϕ̃(ξ, x) : R× Γ0 → C.

The NLS equation (2.3) with the substitution (2.6) is rewritten in the equivalent form:

(2.7) −ic∂ξϕ̃+ (∂ξ + ∂x)
2ϕ̃+ 2|ϕ̃|2ϕ̃ = σϕ̃,

which yields the spatial dynamical system in the form:

(2.8)
d

dξ

(
ϕ̃
η̃

)
=

(
η̃

−∂2xϕ̃− 2∂xη̃ + icη̃ + σϕ̃− 2|ϕ̃|2ϕ̃

)
,

where η̃(ξ, x) := ∂ξϕ̃(ξ, x). The boundary conditions (2.4) and (2.5) with the substitution
(2.6) are rewritten in the following form:

(2.9)


ϕ̃0(ξ, L1) = ϕ̃+(ξ, L1) = ϕ̃−(ξ, L1),

η̃0(ξ, L1) = η̃+(ξ, L1) = η̃−(ξ, L1),

∂xϕ̃0(ξ, L1) + η̃0(ξ, L1) = ∂xϕ̃+(ξ, L1) + η̃+(ξ, L1) + ∂xϕ̃−(ξ, L1) + η̃−(ξ, L1),

and

(2.10)


ϕ̃+(ξ, 2π) = ϕ̃−(ξ, 2π) = ϕ̃0(ξ, 0),

η̃+(ξ, 2π) = η̃−(ξ, 2π) = η̃0(ξ, 0),

∂xϕ̃+(ξ, 2π) + η̃+(ξ, 2π) + ∂xϕ̃−(ξ, 2π) + η̃−(ξ, 2π) = ∂xϕ̃0(ξ, 0) + η̃0(ξ, 0),

where we have translated ξ by 2π in (2.10). Compared to (2.5), the boundary conditions
(2.10) are defined independently of ξ ∈ R.
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The operators ∂2x and i∂x in (2.8) act on ϕ̃ and η̃ respectively, which satisfy the boundary
conditions (2.9) and (2.10). We define

H1
C :=

{
(η̃0, η̃+, η̃−) ∈ H1([0, L1])×H1([L1, 2π])×H1([L1, 2π])

}
⊂ L2(Γ0)

subject to the boundary conditions

(2.11) η̃0(L1) = η̃+(L1) = η̃−(L1), η̃+(2π) = η̃−(2π) = η̃0(0).

We define H2
NK as

H2
NK :=

{
(ϕ̃0, ϕ̃+, ϕ̃−) ∈ H2([0, L1])×H2([L1, 2π])×H2([L1, 2π])

}
⊂ H1

C

subject to the continuity conditions of H1
C at the vertex points for (ϕ̃0, ϕ̃+, ϕ̃−) and the

following two conditions:

∂xϕ̃0(L1)− η̃0(L1) = ∂xϕ̃+(L1) + ∂xϕ̃−(L1),(2.12)

∂xϕ̃+(2π) + ∂xϕ̃−(2π) = ∂xϕ̃0(0)− η̃0(0),(2.13)

where (η̃0, η̃+, η̃−) ∈ H1
C. The subspaces H2

NK, H
1
C of L2(Γ0) are suitable domains for the

self-adjoint operators (∂2x, i∂x) acting on (ϕ̃, η̃) in the spatial dynamics formulation (2.8).
Hence, the phase space for the spatial dynamical system (2.8) is given by

(2.14) D :=
{
(ϕ̃, η̃) : ϕ̃ ∈ H2

NK, η̃ ∈ H1
C

}
.

The mapping R ∋ ξ 7→ (ϕ̃, η̃)(ξ, ·) ∈ D for the solutions of the system (2.8) defines a curve

in the phase space D. The traveling solitary wave with the profile ϕ̃(ξ, x) corresponds to
a homoclinic orbit connecting the trivial equilibrium state (0, 0) as ξ → ±∞. However,
such traveling solitary wave solutions do not generally exist in the spatial dynamical system
(2.8), as we show in Section 3 from the analysis of the linearization at (0, 0).
We conclude this section with two remarks. First, if L1 = 2π and L2 = 0, the vertex

conditions (2.9) and (2.10) are equivalent to the periodicity conditions so that H2
NK = H2

per

and H1
C = H1

per. As we show in Appendix A, there exists an exact traveling sech-soliton
solution to the spatial dynamical system (2.8) in this periodic case.

Second, the spatial NLS equation (2.7) can be formulated variationally as the Euler–
Lagrange equation of the following action functional

(2.15) Λσ,c(φ) :=

∫
R×Γ0

(
|(∂ξ + ∂x)φ|2 − |φ|4 + σ|φ|2 + i

2
c(φ̄∂ξφ− φ∂ξφ̄)

)
dξdx.

However, as we show in Appendix B, this variational formulation is not useful even for c = 0
because the infimum of the quadratic part of Λσ,0 is not achieved under the constraint of
fixed

∫
R×Γ0

|φ|4dξdx.
Standing wave solutions of the NLS equation (1.3) on the periodic graph Γ were obtained

in [7] from minimization of the energy E subject to fixed mass Q, where

(2.16) E(φ) :=

∫
Γ

(
|∂xφ|2 − |φ|4

)
dx, Q(φ) :=

∫
Γ

|φ|2dx.

Alternatively, the standing wave solutions can be obtained from minimization of E(φ) +
σQ(φ) on the Nehari manifold (see [22]). Unfortunately, the variational techniques used to
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obtain the existence of standing waves with the functionals in (2.16) do not extend to the
functional Λσ,c(φ) given by (2.15).

The reason for the failure of the variational formulation (2.15) is clear from the solution
form (2.1) since the limit c → 0 appears to be a singular limit for the traveling wave

solutions of the form (2.2). If c ̸= 0, we are looking for a smooth solution (ϕ̃, η̃) ∈ C1(R,D)
of the spatial dynamical system (2.8). However, the solution in the form (2.2) with c = 0
needs not to be smooth and can be expressed in the separable form as ψn(t, x) = ϕne

iσt with
ϕ ∈ CZ obtained from the discrete map in [25]. This situation is very similar to the LDEs,
where the standing wave solutions satisfy the discrete maps and need not to be smooth,
whereas the traveling wave solutions satisfy the differential advance-delay equations and
need to be smooth. The limit of vanishing wave speed appears also as the singular limit of
the differential advance-delay equations, see [19] and [13, 23].

3. Linear theory

The following proposition summarizes the state-of-art on the spectral theory for the
spectral problem (1.5) with boundary conditions (1.6) and (1.7).

Proposition 3.1. There exists a sequence of eigenvalues {ωm(ℓ)}m∈N in the spectral problem
(1.5) with the boundary conditions (1.6) and (1.7) such that

ωm(ℓ) = ωm(ℓ+ 1), ℓ ∈ R, m ∈ N.

The sequence consists of two subsequencies. The first one at {ω(1)
m (ℓ)}m∈N with

(3.1) ω(1)
m :=

π2m2

L2
2

corresponds to the flat bands which are independent of ℓ ∈ R. The second one at {ω(2)
m (ℓ)}m∈N

is defined by roots of the characteristic equation:

(3.2) 9 cos(2π
√
ω)− cos(2(π − L2)

√
ω)− 8 cos(2πℓ) = 0,

where we have used L1 + L2 = 2π.

Proof. It is more efficient computationally (see, e.g., [25]) to obtain the two subsequencies
of eigenvalues {ωm(ℓ)}m∈N in the original variable w(x) satisfying the system of differential
equations

w′′(x) + ωw(x) = 0, x ∈ Γ.

For the first subsequence of eigenvalues, we have the reduction

(3.3)

{
wn,0(x) = 0, x ∈ [2πn, 2πn+ L1],

wn,+(x) = −wn,−(x), x ∈ [2πn+ L1, 2π(n+ 1)],
n ∈ Z.

The solution of w′′(x) + ωw(x) = 0 satisfying the boundary conditions (1.1) and (1.2) is
given by

wn,±(x) = ±an sin
√
ω(x− 2πn− L1)

with arbitrary {an}n∈Z and uniquely defined ω in the set {π2m2

L2
2
}m∈N. This yields the first

subsequence of eigenvalues (3.1) for the flat (ℓ-independent) bands.
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For the second subsequence of eigenvalues, we have the reduction

(3.4) wn,+(x) = wn,−(x), x ∈ [2πn+ L1, 2π(n+ 1)], n ∈ Z
with the corresponding solution{
wn,0(x) = an cos

√
ω(x− 2πn) + bn sin

√
ω(x− 2πn), x ∈ [2πn, 2πn+ L1],

wn,+(x) = cn cos
√
ω(x− 2πn− L1) + dn sin

√
ω(x− 2πn− L1), x ∈ [2πn+ L1, 2π(n+ 1)].

The boundary conditions define the monodromy matrix(
an+1

bn+1

)
=M(ω)

(
an
bn

)
,

where

(3.5) M(ω) =

(
cos

√
ωL2 sin

√
ωL2

−2 sin
√
ωL2 2 cos

√
ωL2

)(
cos

√
ωL1 sin

√
ωL1

−0.5 sin
√
ωL1 0.5 cos

√
ωL1

)
.

Since detM(ω) = 1, eigenvalues µ of M(ω) (called Floquet multipliers) are found from
roots of the quadratic equations:

µ2 − µ trM(ω) + 1 = 0,

where

trM(ω) = 2 cos
√
ωL2 cos

√
ωL1 −

5

2
sin

√
ωL2 sin

√
ωL1.

By using µ = e2πiℓ, where ℓ ∈ R is the Bloch wave number in the wave function represen-
tation w(x) = eiℓxf(ℓ, x), we find the second subsequence of eigenvalues from roots of the
characteristic equation (3.2). □

Example 3.1. Two particular cases of the spectral theory in Proposition 3.1 are given by

• In the symmetric case L1 = L2 = π, we obtain from (3.2):

(3.6) 9 cos(2π
√
ω)− 1− 8 cos(2πℓ) = 0.

• In the homogeneous case L1 = 2π, L2 = 0, we obtain from (3.2):

(3.7) cos(2π
√
ω)− cos(2πℓ) = 0.

The sequence of eigenvalues {ω(2)
m (ℓ)}m∈N can be equivalently represented as {ω(2)

k (ℓ)}k∈Z
with

(3.8) ω
(2)
k (ℓ) := (k + ℓ)2, ℓ ∈ B, k ∈ Z,

where B = [−1
2
, 1
2
). At the same time, ω

(1)
m → ∞ as L2 → 0, hence the sequence of

flat bands {ω(1)
m (ℓ)}m∈N is not relevant for the homogeneous case.

Adopting the spectral theory for the operator −∂2x on L2(Γ), we can obtain solutions of
the linearization of the spatial dynamical system (2.8) at the trivial equilibrium (0, 0). A

perturbation (φ, ζ) of (0, 0) in variables (ϕ̃, η̃) satisfies the linearized system

(3.9)
d

dξ

(
φ
ζ

)
=

(
ζ

−∂2xφ− 2∂xζ + icζ + σφ

)
.

The following lemma gives eigenvalues of the linearized system (3.9).
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Lemma 3.1. Solutions of the linearized system (3.9) can be written in the separated form

φ(ξ, x) = eλξφ̂(x), ζ(ξ, x) = eλξ ζ̂(x)

with (φ̂, ζ̂) ∈ D, where D is given by (2.14) and λ are roots of the characteristic equations

(3.10) σ + icλ+ ωm(−iλ) = 0, m ∈ N,

with ωm(ℓ), m ∈ N being extended in ℓ ∈ C from roots of the characteristic equations (3.2).

Proof. Using ζ̂ = λφ̂ from the first equation in system (3.9), we rewrite the second equation
in system (3.9) as the spectral problem:

(3.11) σφ̂+ icλφ̂− (∂x + λ)2φ̂ = 0.

By comparing (2.9)–(2.10) with (1.6)–(1.7) and using the Bloch eigenfunctions f(ℓ, x) with
properties in (1.4) and (1.5), we find the correspondence:

(3.12) λ = iℓ, φ̂ = fm(−iλ, x),
which reduces the spectral problem (3.11) to the characteristic equations (3.10). □

3.1. Bifurcation of double imaginary eigenvalues. Among eigenvalues λ of Lemma
3.1, we will be particularly interested in the double eigenvalues on iR, which split away
from iR, when a point (σ, c) deviates from the bifurcation point (σ0, c0).

Definition 3.1. We say that (σ0, c0) is the bifurcation point if one of the characteristic
equations (3.10) admits a double eigenvalue λ0 = iℓ0 for some ℓ0 ∈ B = [−1

2
, 1
2
) and

m0 ∈ N.

The following lemma relates (σ0, c0) to ωm0(ℓ0) and its derivative and gives the criterion
that the double eigenvalue splits transversely to iR when σ ̸= σ0.

Lemma 3.2. Let (σ0, c0) be the bifurcation point for some ℓ0 ∈ B and m0 ∈ N. Then, we
have {

σ0 = −ωm0(ℓ0) + ℓ0ω
′
m0

(ℓ0),

c0 = ω′
m0

(ℓ0).
(3.13)

Assume that ω′′
m0

(ℓ0) ̸= 0. Then, there are ε > 0 and C > 0 such that there exist two simple
roots λ1,2 ∈ C of the characteristic equation (3.10) with m = m0 and Re(λ1) > 0 > Re(λ2)
such that

(3.14) |λ1,2 − iℓ0| ≤ C
√

|σ − σ0|, sgn(ω′′
m0

(ℓ0))(σ − σ0) ∈ (0, ε).

Proof. For every flat band ω
(1)
m = π2m2

L2
2
, the characteristic equation (3.10) is linear in λ and

admits only one simple root on iR. Hence, we consider the non-flat band ω(2)
m of Proposition

3.1. From the assumption that λ = iℓ0 is a double root of (3.10) at (σ0, c0), we get{
σ0 − c0ℓ0 + ωm0(ℓ0) = 0,

c0 − ω′
m0

(ℓ0) = 0,
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which yields (3.13). If ω′′
m0

(ℓ0) ̸= 0, λ0 = iℓ0 is exactly the double root of (3.10) for m = m0.
Expanding (3.10) for m = m0 in powers of λ− iℓ0 and σ − σ0 for c = c0 yields:

σ − σ0 −
1

2
ω′′
m0

(ℓ0)(λ− iℓ0)
2 +O((λ− iℓ0)

3) = 0,

which yields (3.14) for small and nonzero |σ − σ0|. □

Example 3.2. In the homogeneous case of L1 = 2π and L2 = 0, the bands are given by
(3.8). For simplicity, let us assume that c0 ∈ (−1, 1) so that ℓ0 :=

c0
2
∈ B and the bifurcation

happens at the lowest band ω0(ℓ) = ℓ2 for k = 0. Then, we get the quadratic equation

(3.15) σ + icλ− λ2 = 0,

which admit two roots at

λ1,2 =
ic

2
±

√
4σ − c2

2
.

The roots are double at σ = σ0 =
c20
4
for any c = c0 ∈ (−1, 1) and satisfy (3.14) for every

σ > σ0 since ω′′
0(ℓ0) = 2 > 0. Note that c0 = 2ℓ0 and σ0 = −ℓ20 + 2ℓ20 = ℓ20 are in agreement

with (3.13).

3.2. Numerical approximation of eigenvalues. For each m ∈ N, the roots of the char-
acteristic equation (3.10) with ωm defined from the trace equation (3.2) can be either ob-
tained explicitly in the homogeneous case L1 = 2π and L2 = 0, or obtained numerically.
In the homogeneous case L1 = 2π, L2 = 0, if we use (3.8) to re-enumerate the sequence

of spectral bands, then the eigenvalues λ can be computed from (3.10) explicitly as

(3.16) λ = i
( c
2
− k
)
±
√
σ − c2

4
+ ck, k ∈ Z.

The obtained eigenvalues are shown on Figure 3 for c = 0.5 and σ = 0.25c2 + ε with
ε = 0.1. The pair of eigenvalues for k = 0 is shown by blue dots. These are the bifurcating
eigenvalues in Example 3.2. All other roots are either on the purely imaginary axis in the
upper half-plane for k ≥ 1 or as symmetric complex pairs in the lower-half plane for k ≤ −1.

Several options are possible to obtain the roots numerically for L1 ̸= 2π. One may
calculate the zero level curves for the real and imaginary parts, and find the eigenvalues at
the intersection points. Alternatively, one may proceed by continuation from the limiting
homogeneous case. In the latter case, the procedure is the following.

First, given K ∈ N, we compute a set of eigenvalues (λ0k)k=1,...,K for the homogeneous
case L1 = 2π and L2 = 0. Given N ∈ N and L1 ∈ (0, 2π), L2 = 2π − L1, we divide the
intervals [L1, 2π] and [0, L2] in N parts by setting Ln1 = 2π − n(2π − L1)/N , L2 = nL2/N
for n = 0, . . . , N . Then we compute iteratively the eigenvalues (λnk)k=1,...,K corresponding
to (Ln1 , L

n
2 ) by solving at each n ≥ 1 the eigenvalue equation (3.10) using the software root

solver (typically fsolve in Matlab or Python), where the initial guess for the eigenvalues is
obtained at the step n−1. Choosing N large enough ensures the ability of the algorithm to
follow the eigenvalues. Whenever two roots collide on the imaginary axis, the initial guess
is given by eigenvalues perturbed off the imaginary axis on the negative and positive sides.

The outcome of the two numerical approaches are in perfect agreement. They are rep-
resented on Figure 4. Compared to Figure 3, some roots in the upper half-plane are also
complex-valued (symmetrically about the imaginary axis).
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0
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10
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λ

)

L1 = 2π, L2 = 0, σ = 0.1625, c = 0.5

Figure 3. Eigenvalues λ in the homogeneous case L1 = 2π and L2 = 0.
Blue dots show the pair of eigenvalues bifurcating from the origin for k = 0
and σ > c2

4
.

−1.5 −1.0 −0.5 0.0 0.5 1.0 1.5

<(λ)

−6

−4

−2

0

2

4

6

=(
λ

)

L1 = 3.142, θ = 0.1625, c = 0.5

0 level line for real part

0 level line for imaginary part

eigenvalues obtained by continuation

Figure 4. Numerical calculations of eigenvalues obtained from the charac-
teristic equations (3.10) for L1 = L2 = π by the two different numerical ap-
proaches.
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)
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)

Figure 5. Real (left) and imaginary (right) parts of two pairs of eigenvalues
coalescing in the parameter continuation in L1 with L2 = 2π − L1.

When we continue the eigenvalues from L1 = 2π, L2 = 0 in Figure 3 to L1 = L2 = π
in Figure 4, we observe that eigenvalues starting on the imaginary axis might coalesce and
thereby leave the imaginary axis. We made a focus on two of these collisions in Figure 5.
We observe that eigenvalues leave the imaginary axis after collision, but also return to the
axis for a larger length L1.

Following a similar numerical procedure, we also have investigated the evolution of eigen-
values λ when σ varies. For the sake of a better visualization, we made the study in the
case L1 =

3π
2

and L2 =
π
2
rather than when L1 = L2 = π where bifurcating eigenvalues are

very close to one another. We have chosen to fix c = 0.5 and to vary σ from 0.05 to 0.075
(in such a way to remain close to c2/4 and to isolate the candidate for the first bifurcation.
The outcome is shown in Figure 6 (top).

We observe that two bifurcations occur for three eigenvalues located close to each other.
To have a better understanding of the phenomenon, we have plotted the evolution of the
real and imaginary parts of the eigenvalues involved in Figure 6 (bottom) with respect to
σ. For the first bifurcation, two complex eigenvalues coalesce and split along the imaginary
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)

−0.2 −0.1 0.0 0.1 0.2

<(λ)

0.0

0.2

0.4

0.6
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λ

)

0.050 0.055 0.060 0.065 0.070 0.075

σ

−0.05

0.00

0.05
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λ

)

0.050 0.055 0.060 0.065 0.070 0.075

σ
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0.2

0.4

0.6

0.8

1.0

=(
λ

)

Figure 6. Top: Eigenvalues λ when c = 0.5 and σ varies from 0.05 (dots)
to 0.075 (stars) (larger picture on the left, zoomed picture on the right). Bot-
tom: volution of the real (left) and imaginary (right) parts of the bifurcating
eigenvalues with respect to σ.

axis. For the second bifurcation, one of these two imaginary eigenvalues and the third
imaginary eigenvalue coalesce and split off the imaginary axis.

4. Bifurcations of traveling modulating pulses

In this section, we develop analysis of the spatial dynamical system (2.8) and give the

proof of Theorem 1. Let us rewrite (2.8) in variables (u, r) instead of (ϕ̃, η̃) as

(4.1)
d

dξ

(
u
r

)
=

(
r

−∂2xu− 2∂xr + icr + σu− 2|u|2u

)
,

where (u, r) ∈ D satisfy the boundary conditions (2.9) and (2.10) on Γ0. For simplification
of computations, we can rewrite the system of two equations (4.1) with σ = σ0 + ε2 and
c = c0 as a scalar second-order equation:

(4.2) −(∂x + ∂ξ)
2u+ ic0∂ξu+ σ0u+ ε2u− 2|u|2u = 0.
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Both symmetries of the spectral problem on the necklace graph Γ in (3.3) and (3.4) are
invariant with respect to the time evolution of the scalar equation (4.2). Hence we only
consider solutions satisfying the symmetry condition in (3.4), for which only eigenfunctions

for the spectral bands {ω(2)
m (ℓ)}m∈N in Proposition 3.1 are relevant and the flat spectral

bands {ω(1)
m (ℓ)}m∈N can be ignored.

We shall add the following assumption for the derivation of the normal form and for the
justification analysis.

Assumption 4.1. Pick m0 ∈ N and ℓ0 ∈ B with ω′′
m0

(ℓ0) > 0 and define

(4.3)

{
σ0 = −ωm0(ℓ0) + ℓ0ω

′
m0

(ℓ0),

c0 = ω′
m0

(ℓ0).

Assume that the set of purely imaginary roots λ ∈ iR of the characteristic equations

(4.4) σ0 + ic0λ+ ωm(−iλ) = 0, m ∈ N,

admit only simple roots, with the exception of the double root λ = iℓ0 for m = m0.

Formal derivation of the normal form is given in Section 4.1. Justification of the normal
form can be found in Section 4.2.

4.1. Formal derivation of the normal form. By differentiating the spectral problem
(1.5) in ℓ at ℓ0, we obtain for m = m0:

− (∂x + iℓ0)
2fm0(ℓ0, x) = ωm0(ℓ0)fm0(ℓ0, x),(4.5)

− (∂x + iℓ0)
2∂ℓfm0(ℓ0, x)− 2i(∂x + iℓ0)fm0(ℓ0, x) =

ωm0(ℓ0)∂ℓfm0(ℓ0, x) + ω′
m0

(ℓ0)fm0(ℓ0, x),
(4.6)

− (∂x + iℓ0)
2∂2ℓ fm0(ℓ0, x)− 4i(∂x + iℓ0)∂ℓfm0(ℓ0, x) + 2fm0(ℓ0, x)

= ωm0(ℓ0)∂
2
ℓ fm0(ℓ0, x) + 2ω′

m0
(ℓ0)∂ℓfm0(ℓ0, x) + ω′′

m0
(ℓ0)fm0(ℓ0, x),

(4.7)

thanks to smoothness of the band function ωm0(ℓ) and the Bloch function f(ℓ, x). Let us
equip the Hilbert space L2(Γ0) with the standard inner product ⟨·, ·⟩. By taking the inner
product of (4.6) and (4.7) with fm0(ℓ0, ·) and using (4.5), we obtain

ω′
m0

(ℓ0) =
−2i⟨(∂x + iℓ0)fm0(ℓ0, ·), fm0(ℓ0, ·)⟩

∥fm0(ℓ0, ·)∥2L2

(4.8)

and
1

2
ω′′
m0

(ℓ0) = 1

− 2i⟨(∂x + iℓ0)∂ℓfm0(ℓ0, ·), fm0(ℓ0, ·)⟩+ ω′
m0

(ℓ0)⟨∂ℓfm0(ℓ0, ·), fm0(ℓ0, ·)⟩
∥fm0(ℓ0, ·)∥2L2

.(4.9)

We adopt Assumption 4.1 for the bifurcation point (σ0, c0) of Lemma 3.2 and let ε > 0
be a small parameter which defines the perturbation of σ = σ0 + ε2. The normal form for
the bifurcation at (σ0, c0) is derived by using the following formal expansion:

(4.10) u = εu1 + ε2u2 + ε3u3 + ε4Rε,
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where the leading-order term is written in the separable form

(4.11) u1(ξ, x) = A(εξ)eiℓ0ξfm0(ℓ0, x),

with the amplitude A(εξ) to be determined. We substitute (4.10) into (4.2) to get equations
for u2 and u3 in powers of ε2 and ε3. This gives the leading-order approximation for the
bifurcation provided that the remainder term Rε is bounded in L∞(R × Γ) for sufficiently
small ε > 0. The remainder term is to be estimated in Section 4.2.
Substitution of (4.10) into (4.2) yields

ε
[
−(∂x + ∂ξ)

2u1 + ic0∂ξu1 + σ0u1
]

+ ε2
[
−(∂x + ∂ξ)

2u2 + ic0∂ξu2 + σ0u2
]

+ ε3
[
−(∂x + ∂ξ)

2u3 + ic0∂ξu3 + σ0u3 + u1 − 2|u1|2u1
]
+O(ε4) = 0

The order of O(ε) is satisfied by (4.11) thanks to the definition of σ0 in (4.3) and the spectral
problem (4.5). The order of O(ε2) yields the linear inhomogeneous equation

− (∂x + ∂ξ)
2u2 + ic0∂ξu2 + σ0u2

= A′(εξ)eiℓ0ξ [2∂xfm0(ℓ0, x) + 2iℓ0fm0(ℓ0, x)− ic0fm0(ℓ0, x)] .(4.12)

The solution at the leading-order is given in the separable form:

(4.13) u2(ξ, x) = −iA′(εξ)eiℓ0ξ∂ℓfm0(ℓ0, x),

thanks to the definition of (σ0, c0) in (4.3) and the derivative equation (4.6). Finally, the
order of O(ε3) yields the linear inhomogeneous equation

− (∂x + ∂ξ)
2u3 + ic0∂ξu3 + σ0u3

= A′′(εξ)eiℓ0ξ [fm0(ℓ0, x)− 2i∂x∂ℓfm0(ℓ0, x) + 2ℓ0∂ℓfm0(ℓ0, x)− c0∂ℓfm0(ℓ0, x)](4.14)

− A(εξ)eiℓ0ξfm0(ℓ0, x) + 2|A(εξ)|2A(εξ)eiℓ0ξ|fm0(ℓ0, x)|2fm0(ℓ0, x).

By using the second derivative equation (4.7), we represent the solution in the form:

(4.15) u3(ξ, x) = −1

2
A′′(εξ)eiℓ0ξ∂2ℓ fm0(ℓ0, x) + ũ3(ξ, x)

and rewrite the linear inhomogeneous equation (4.14) at the leading order in the equivalent
form:

(4.16) − (∂x + ∂ξ)
2ũ3 + ic0∂ξũ3 + σ0ũ3 =

1

2
ω′′
m0

(ℓ0)A
′′(εξ)eiℓ0ξfm0(ℓ0, x)

− A(εξ)eiℓ0ξfm0(ℓ0, x) + 2|A(εξ)|2A(εξ)eiℓ0ξ|fm0(ℓ0, x)|2fm0(ℓ0, x).

By Fredholm’s theorem, a solution ũ3(ξ, ·) exists in H2
NK(Γ0) for ξ ∈ R if and only if the

right-hand side is orthogonal to eiℓ0ξfm0(ℓ0, x), which is the generator of the kernel of the
linear operator at the left-hand-side of (4.16). Projecting the right-hand side of (4.16) to
eiℓ0ξfm0(ℓ0, x) leads to the normal form equation

(4.17)
1

2
ω′′
m0

(ℓ0)A
′′ − A+ 2γ|A|2A = 0, γ :=

∥fm0(ℓ0, ·)∥4L4(Γ0)

∥fm0(ℓ0, ·)∥2L2(Γ0)

.
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If the solvability condition (4.17) is satisfied, there exists a solution ũ3(ξ, ·) ∈ H2
NK(Γ0) to

the linear inhomogeneous equation (4.16) up to the leading order in the separable form

(4.18) ũ3(ξ, x) = 2|A(εξ)|2A(εξ)eiℓ0ξh(x),
where h(x) is the solution of the linear inhomogeneous equation

(4.19) −(∂x + iℓ0)
2h− ωm0(ℓ0)h = |fm0(ℓ0, x)|2fm0(ℓ0, x)− γfm0(ℓ0, x).

The solution h ∈ H2
NK(Γ0) to (4.19) is uniquely defined under the orthogonality condition

⟨h, fm0(ℓ0, ·)⟩ = 0.

Remark 4.1. The main outcome of the normal form equation (4.17) is that a homoclinic
orbit exists for ω′′

m0
(ℓ0) > 0 since γ > 0. If the bifurcation of complex eigenvalues in

Lemma 3.2 occurs for σ < σ0 with ω′′
m0

(ℓ0) < 0, then a homoclinic orbit does not exist
for σ < σ0 since the cubic nonlinear term in the normal form equation (4.17) does not
change the sign, whereas the two linear terms change the sign. This gives a criterion to
distinguish bifurcations which lead to traveling modulating pulses from those which do not
lead to traveling modulating pulses.

Example 4.1. Consider the two splittings of double eigenvalues shown in Figure 6 for
L1 =

3π
2

and L2 =
π
2
. When σ is increased, the first splitting shows the transition from the

complex to purely imaginary eigenvalues, hence ω′′
m0

(ℓ0) < 0 for this case with no homoclinic
orbits from the normal form equation (4.17). On the other hand, the second splitting shows
the transition from purely imaginary to complex eigenvalues, hence ω′′

m0
(ℓ0) > 0 for this case

with a homoclinic orbit from the normal form equation (4.17). Note that for L1 = 2π and
L2 = 0, only the latter bifurcation is possible according to Example 3.2 since ω′′

m0
(ℓ0) > 0

holds in the homogeneous case.

4.2. Justification of the normal form. Based on the formal derivation of the normal
form (4.17) in Section 4.1, we adopt the orthogonal decomposition

(4.20) u(ξ, x) = εeiℓ0ξ [Aε(εξ)fm0(ℓ0, x) + v(ξ, x)] , ⟨v(ξ, ·), fm0(ℓ0, ·)⟩ = 0,

where Aε and v are to be determined. The scalar equation (4.2) is rewritten in the equivalent
form:

(4.21) [L − ωm0(ℓ0)] v +
[
iω′

m0
(ℓ0)− 2(∂x + iℓ0)

]
∂ξv − ∂2ξv

= εA′
ε

[
2(∂x + iℓ0)fm0 − iω′

m0
(ℓ0)fm0

]
+ ε2A′′

εfm0 + ε2
[
2|Aεfm0 + v|2 − 1

]
(Aεfm0 + v),

where L := −(∂x + iℓ0)
2 is the Schrödinger operator considered in L2(Γ0) with the domain

in H2
NK(Γ0). We complete the scalar equation (4.21) with the projection equation to fm0

given by

−2
d

dξ
⟨∂xv, fm0⟩ = ε2(A′′

ε − Aε)∥fm0∥2L2 + 2ε2⟨|Aεfm0 + v|2(Aεfm0 + v), fm0⟩,(4.22)

where we have used (4.8) to remove the O(ε) term. We are now ready to proceed with
analysis of the system (4.21) and (4.22) which gives the proof of Theorem 1.
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4.2.1. Near-identity transformations. It follows from (4.13) that the near-identity transfor-
mation given by

(4.23) v(ξ, x) = −iεA′
ε(εξ)

[
∂ℓfm0(ℓ0, x)−

⟨∂ℓfm0 , fm0⟩
∥fm0∥2L2

fm0(ℓ0, ·)
]
+ ṽ(ξ, x),

where ṽ satisfies the orthogonality condition ⟨ṽ(ξ, ·), fm0(ℓ0, ·)⟩ = 0, transforms (4.22) into

ε2
(
1

2
ω′′
m0

(ℓ0)A
′′
ε − Aε

)
∥fm0∥2L2 + 2ε2⟨|Aεfm0 + v|2(Aεfm0 + v), fm0⟩

= −2
d

dξ
⟨∂xṽ, fm0⟩,(4.24)

where we have used (4.9) to simplify the O(ε2) term. Truncation of v in the last term
of the left-hand side of (4.24) and ṽ in the right-hand-side of (4.24) yields formally the
normal-form equation (4.17).

Transformation (4.23) removes the O(ε) terms in equation (4.21) and satisfies the con-
straint ⟨v(ξ, ·), fm0(ℓ0, ·)⟩ = 0. Furthermore, it follows from (4.15) and (4.18) that the
second near-identity transformation

ṽ(ξ, x) = −1

2
ε2A′′

ε(εξ)

[
∂2ℓ fm0(ℓ0, x)−

⟨∂2ℓ fm0 , fm0⟩
∥fm0∥2L2

fm0(ℓ0, ·)
]

+ 2|Aε(εξ)|2Aε(εξ)h(x) + ˜̃v(ξ, x),(4.25)

with h solving (4.19) and ˜̃v satisfying the orthogonality condition ⟨˜̃v(ξ, ·), fm0(ℓ0, ·)⟩ = 0
removes the O(ε2) terms in equation (4.21) and satisfies the constraint ⟨v(ξ, ·), fm0(ℓ0, ·)⟩ =
0.

After the near-identity transformations (4.23) and (4.25), the right-hand-side of equation
(4.21) truncated at ˜̃v = 0 is of the formal order of O(ε3). Hence, we rewrite equation (4.21)
in the abstract form:

[L − ωm0(ℓ0)] v +
[
iω′

m0
(ℓ0)− 2(∂x + iℓ0)

]
∂ξv − ∂2ξv

= −ε2v + ε3H + ε2N(v),(4.26)

where we dropped the tilde notations for v and introduced the non-homogeneous term H
and the nonlinear term N(v) with the following properties.

Lemma 4.1. Assume that Aε is a smooth homoclinic orbit in the variable εξ such that

sup
ξ∈R

(|Aε(εξ)|+ |A′
ε(εξ)|+ |A′′

ε(εξ)|) ≤ C0 <∞.(4.27)

Then, H and N(v) in (4.26) satisfy the bounds

∥H(ξ, ·)∥H2
NK

≤ C (|A′′′
ε (εξ)|+ |A′′′′

ε (εξ)|)(4.28)

and

∥N(v)(ξ, ·)∥H2
NK

≤ C (|Aε(εξ)|+ |A′
ε(εξ)|+ |A′′

ε(εξ)|) ∥v(ξ, ·)∥H2
NK
(1 + ∥v(ξ, ·)∥H2

NK
)

+ C∥v(ξ, ·)∥3H2
NK
,(4.29)

where C > 0 is a generic constant which only depends on C0 in (4.27).
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Proof. Bounds (4.28) and (4.29) follow by substituting (4.23) and (4.25) into equation (4.21)
since all terms containing Aε are written in the product form of functions of εξ and x, where
functions of εξ are smooth and functions of x belong to H2

NK(Γ0). □

4.2.2. Construction of a local stable-center manifold. By Lemma 3.1, the left-hand-side of
equation (4.26) can be solved as a linear superposition of normal modes:

(4.30) v(ξ, x) =
∑

λk∈Λ\{iℓ0}

vk(ξ)fm(−iλk, x),

where Λ denotes the set of admissible values of λ from roots of the characteristic equations
(4.4) at the bifurcation point (σ, c) = (σ0, c0) for some ωm(−iλ) found from roots of the
characteristic equation (3.2). The double root λ = iℓ0 which exists by Lemma 3.2 is excluded
from the decomposition (4.30) since the corresponding mode is included in the Aε term of
the decomposition (4.20).

We further define the decomposition

Λ = {iℓ0} ∪ Λc ∪ Λs ∪ Λu,

where Λc includes roots with Re(λ) = 0, Λs includes roots with Re(λ) < 0, and Λu includes
roots with Re(λ) > 0. By Assumption 4.1, all roots in Λc are simple.
Let us use the decomposition (4.30) to represent the solution of the initial-value problem

(4.31)

{
[L − ωm0(ℓ0)]v + [iω′

m0
(ℓ0)− 2(∂x + iℓ0)]∂ξv − ∂2ξv = 0,

(v, ∂ξv)|ξ=0 = a,

as v(ξ) = S(ξ)a, where the dependence of x is dropped to make notations easy. Restrictions
of S(ξ) to Λc,s,u are then denoted as Sc,s,u(ξ), respectively. Assumption 4.1 can be rewritten
in the form used for construction of the local stable-center manifold.

Assumption 4.2. There exists K > 0 such that

∥Sc(ξ)∥H2
NK→H2

NK
≤ K, ξ ∈ R,

∥Ss(ξ)∥H2
NK→H2

NK
≤ K, ξ ≥ 0,

∥Su(ξ)∥H2
NK→H2

NK
≤ K, ξ ≤ 0.

The local center-stable manifold is given by the following lemma.

Lemma 4.2. Assume that Aε is a smooth homoclinic orbit satisfying

(4.32) sup
ξ∈R

2∑
k=0

|A(k)
ε (εξ)|+ ε

∫
R

4∑
k=0

|A(k)
ε (εξ)|dξ ≤ C0 <∞,

with a constant C0 independent of ε > 0 and that Assumption 4.2 is satisfied. For every
N0 > 0, there exist ε0 > 0 and C > 0 such that for every ε ∈ (0, ε0), there exists a solution
to (4.26) satisfying

(4.33) sup
ξ∈[0,N0ε−1]

∥v(ξ, ·)∥H2
NK

≤ Cε2, sup
ξ∈[0,N0ε−1]

∥∂ξv(ξ, ·)∥H2
NK

≤ Cε3.
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Proof. Let Πc,s,u be projection operators defined by the restriction of S(ξ) to Λc,s,u. Hence,
we write vc,s,u(ξ, ·) = Πc,s,uv(ξ, ·). By using Assumption 4.2, we obtain the local center-
stable manifold in components vc,s,u(ξ, ·) ∈ H2

NK(Γ0) from solutions of the following system
of integral equations, which follow from (4.26):

vc(ξ, ·) = Sc(ξ)a+

∫ ξ

0

Sc(ξ − ξ′)
[
−ε2vc(ξ′, ·) + ε3ΠcH(ξ′, ·) + ε2ΠcN(v(ξ′, ·))

]
dξ′,

vs(ξ, ·) = Ss(ξ)b−
∫ ξ0

ξ

Ss(ξ − ξ′)
[
−ε2vs(ξ′, ·) + ε3ΠsH(ξ′, ·) + ε2ΠsN(v(ξ′, ·))

]
dξ′,

vu(ξ, ·) = −
∫ ξ0

ξ

Su(ξ − ξ′)
[
−ε2vu(ξ′, ·) + ε3ΠuH(ξ′, ·) + ε2ΠuN(v(ξ′, ·))

]
dξ′,

where ξ0 := N0ε
−1 and the parameters a := (vc(0, ·), ∂ξvc(0, ·)) ∈ H2

NK(Γ0) × H2
NK(Γ0),

b := [Ss(ξ0)]
−1(vs(ξ0, ·), ∂ξvs(ξ0, ·)) ∈ H2

NK(Γ0)×H2
NK(Γ0) are at our disposal.

By using the bounds (4.28) and (4.29) of Lemma 4.1, the bounds of Assumption 4.2, and
Gronwall’s inequality, we obtain estimates for the solutions of the integral equations:

sup
ξ∈[0,ξ0]

∥v(ξ, ·)∥H2
NK

≤ K

(
∥a∥H2

NK
+ ∥b∥H2

NK
+ ε3C

∫ ξ0

0

(|A′′′
ε (εξ

′)|+ |A′′′′
ε (εξ′)|) dξ′

)
+ ε2K

(
sup

ξ∈[0,ξ0]
∥v(ξ, ·)∥H2

NK

)(
1 + C

∫ ξ0

0

(|Aε(εξ′)|+ |A′
ε(εξ

′)|+ |A′′
ε(εξ

′)|) dξ′
)

+ ε2KCξ0∥v(ξ, ·)∥3H2
NK
.

Since ε2ξ0 = εN0 is small and the bound (4.32) is assumed, the restriction

∥a∥H2
NK

+ ∥b∥H2
NK

≤ C0ε
2

implies the first bound in (4.33). The second bound in (4.33) follows from the fact that
H(ξ, x) in (4.26) is written as a sum of products of functions of εξ and x. Hence, the
derivative of v(ξ, ·) in ξ is one order smaller in powers of ε. □

4.2.3. Finding a homoclinic orbit under the reversibility constraint. We impose the following
reversibility constraints on the solutions of the spatial dynamical system (4.1):

(4.34) Im(u)(0, x0) = 0, Re(r)(0, x0) = 0,

or equivalently, the constraint on solutions of the scalar equation (4.2):

(4.35) Im(u)(0, x0) = 0, ∂ξRe(u)(0, x0) = 0,

where x0 ∈ {1
2
L1, L1 +

1
2
L2} is a point of symmetry of Γ located in the basic cell Γ0. The

reversibility constraint (4.34) picks the specific symmetric solutions of (4.1) satisfying

(4.36)

{
(u, r) ∈ C1(R,D) :

{
Im(u)(−ξ, x0 − x) = −Im(u)(ξ, x− x0),

Re(r)(−ξ, x0 − x) = −Re(r)(ξ, x− x0)

}
,
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or equivalently,

(4.37)

{
u ∈ C1(R, H2

NK) :

{
Im(u)(−ξ, x0 − x) = −Im(u)(ξ, x− x0),

∂ξRe(u)(−ξ, x0 − x) = −∂ξRe(u)(ξ, x− x0)

}
,

If the solution u(ξ, x) satisfies (4.37) and Aε(ξ) belongs to

(4.38) XR :=

{
A ∈ C1(R) :

{
Im(A)(−ξ) = −Im(A)(ξ),

Re(A)(−ξ) = Re(A)(ξ)

}
,

then the decomposition (4.20) implies that v(ξ, x) satisfies (4.37) because the eigenfunction
w(ξ, x) := eiℓ0ξf(ℓ0, x) satisfies the reversibility constraint w̄(−ξ, x0 − x) = w(ξ, x− x0).
Both equations (4.21) and (4.22) inherit the same reversion symmetry (4.37) and (4.38),

respectively. Moreover, for any given Aε ∈ H∞(R) satisfying (4.32), we can use the cut-off
operators as in [6] to cut the support of Aε on [0, ξ0] and construct the solution of Lemma
4.2 satisfying the symmetry (4.37). With this decomposition, we perform the final step of
obtaining solutions of the projection equation (4.22).

Lemma 4.3. Let us define the mapping Aε → vε ∈ C1(R, H2
NK(Γ0)) by the solution of

Lemma 4.2 extended from [0, ξ0] to [−ξ0, ξ0] according to the reversion constraint (4.37) and
concatanated by any arbitrary smooth function bounded on (−∞,−ξ0]∪[x0,∞). Then, there
exists a smooth homoclinic solution Aε to (4.22) satisfying (4.32) and (4.38). Moreover,
there is ε-independent constant C > 0 such that ∥Aε − A∥L∞ ≤ Cε, where A is a smooth
homoclinic orbit of the normal form equation (4.17) satisfying (4.38).

Proof. Due to the first near-identity transformation (4.23), the projection equation (4.22)
is transformed to the form (4.24) with the leading order given by the normal form equation
(4.17). If ω′′

m0
(ℓ0) > 0, then there exists a smooth homoclinic orbit A ∈ H∞(R) satisfying

the reversion symmetry (4.38). The normal form equation (4.24) is set for Aε ∈ H2(R) on
the real line R. The linearized operator at the leading-order term A ∈ H∞(R) is a diagonal
composition of two Schrödinger operators

L+ = −1

2
ω′′
m0

(ℓ0)∂
2
ξ + 1− 6γ|A|2,

L− = −1

2
ω′′
m0

(ℓ0)∂
2
ξ + 1− 2γ|A|2,

with the kernels Ker(L+) = span(A′) and Ker(L−) = span(A) in H2(R). Both eigenvectors
of the kernel do not belong to XR, hence restricting the space H2(R) by the two symmetries
in (4.37) leads to an invertible linearized operator. The implicit function theorem implies
that there is a unique solution Aε ∈ H2(R) of the normal form equation (4.24) satisfying
the reversion symmetry (4.38). The bound ∥Aε −A∥L∞ ≤ Cε for some C > 0 follows from
the bound (4.33) on the remainder terms v and ṽ in (4.24). Furthermore, bootstrapping
of solutions of equations (4.21) and (4.22) with polynomial vector fields yields smooth
solutions v ∈ C∞(R, H2

NK(Γ0)) and Aε ∈ H∞(R). Since Aε is a smooth homoclinic orbit of
the perturbed equation (4.24), then the bound (4.32) is satisfied. □
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5. Numerical simulations

In this section, we present numerical simulations which illustrate the phenomenon of
traveling waves on the periodic necklace graph. The simulation have been performed with
the help of Grafidi, a Python library devoted to the numerical simulation on quantum graphs
with finite differences. The library and its use are described in [4]. For simplicity, we ran the
simulations in the case L1 = L2 = π, where some parameter values are explicitely available
and do not need to be numerically approximated. We consider (σ0, c0) at the bifurcation
point (4.3) for the corresponding ℓ0. Given c0, we find ℓ0 from the equation ω′(ℓ0) = c0
(which is easy if ω′ is known explicitly). For the case c0 = 0.5, we find ℓ0 ≃ 0.3437067837
and σ0 ≃ 0.0742138336. From this value we obtain by direct calculations

ω′′
m0

(ℓ0) = 0.2229344892.

To ensure that the amplitude profile is scattered among a sufficiently large number of
cells, we choose ε sufficiently small, e.g. ε = 0.01. The necklace is created using the Grafidi
library. The number of cells has to be finite and we need to decide how many cells we
include in the necklace, and what type of boundary conditions are used at the border of the
necklace. For the later, we choose to use Dirichlet boundary conditions, and arrange the
number of cells to be sufficiently large so that this choice does not impact the computed
behavior. To fix the number of cells, we use the following rule. We first fix a number of cell
n0 which is such that, when our initial data is centered on the cell Γn0 , its value on the cell
Γ0 is close to machine precision (i.e. 10−16 in pratice). The envelope is constructed with a
solution A to the truncated normal form equation (4.17). Hence A satisfies

|A(εx)| ≤ Ce−εκ|x|, κ :=

√
2

ω′′(ℓ0)
,

for some C > 0. Note that we are at initial time t = 0, therefore ξ = x− ct = x. The main
order in the expansion (4.10) is εu1, where u1 is given by (4.11). Based on the formula for
u1, to be close to machine precision corresponds to having

εe−εκ|x| ≤ 10−16,

i.e., to have |x| such that

|x| ≥ − 1

εκ
ln

(
10−16

ε

)
.

Since each cell has a length of 2π, we chose n0 such that

n0 ≥ − 1

2πεκ
ln

(
10−16

ε

)
.

With the values previously chosen for ℓ0 and ε, we can take

n0 = 175.

In addition, we have to take into account the fact that the solution will be traveling along
the necklace. To this aim, we introduce a number of cells n1 corresponding to the number
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of cells covered by the solution during the simulation time T . Since the speed of the wave
solution is given by c0 and the length of a cell is 2π, we choose

n1 ≥
c0T

2π
.

Finally, the total number of cells in the necklace is chosen to be

2n0 + n1.

The Grafidi library is then used to construct the graph. Due to the large number of cells,
we keep the average number of points per interval relatively small and chose to work with
an average of 30 points per edge. The initial data for the evolution is chosen as in (4.11)
(with t = 0, for which ξ = x− ct = x).
To simulate the nonlinear Schrödinger evolution on the necklace graph, we use a classical

Strang splitting scheme. The idea is to split the equation in two parts, the linear part,
which is

i∂tψ + ∂2xψ = 0,

and the nonlinear part

i∂tψ + 2|ψ|2ψ = 0.

The advantage of the splitting scheme is that the nonlinear part can be solved explicitly.
Given a time step δt, the splitting scheme is given by

ψn+
1
3 = exp (iδt|ψn|2)ψn,

ψn+
2
3 = ψn+1/3 − δt∂

2
x

(
ψn+2

3+ψn+1
3

2

)
,

ψn+1 = exp

(
iδt

∣∣∣ψn+ 2
3

∣∣∣2)ψn+ 2
3 .

In practice, we chose the time step δt = 0.01. The implementation in the framework of
graphs with the Grafidi library is described in more details in [4]. To keep the computation
time reasonable, we performed the simulation on a time T = 1/ε = 100.

The outcome of the simulation can be observed in Figure 7, where we see the pulse
propagating along the necklace. The center of mass and the distance between the computed
solution and the leading-order approximation εu1 in (4.11) are represented in Figure 8.

6. The ladder graph

Let Γ be the graph in the shape of a ladder shown in Figure 2, where the length of the
rungs is denoted by Lr and the length of a side rail section between two rungs is denoted
by Ls. The periodicity cell Γ0 of the ladder graph Γ can be considered to be formed by
two side rail sections Γ0,s,± connected by a rung Γ0,r, with similar notations on the other
cells (Γn)n∈Z. Given n ∈ Z, the two rail sections on Γn are identified with the interval
[nLs, (n+ 1)Ls] while the rung is identified with [−Lr/2, Lr/2].
The set of edges formed by (Γn,s,±)n∈Z and Γn,r can be denoted by Γs,± and Γr. Both

Γs,+ and Γs,− are isometric to the real line R. The parts of a function ψ(x) : Γ → C can be
denoted with similar notations, e.g. ψs,± denotes the part of the function ψ on Γs,± and ψr
denotes the part of the function ψ on Γr.
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Figure 7. Snapshots of the traveling wave along the necklace at initial,
middle and final simulation times
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Figure 8. Left: plot of the center of mass, in comparison between theory
and experiment. Right: plot of the L2 and L∞ norms of the difference between
the numerical solution and the leading-order approximation εu1 in (4.11).

Bloch eigenfunctions can be introduced by using (1.4) from solutions of the spectral
problem (1.5) with the corresponding Neumann–Kirchhoff boundary conditions at the ver-
tex points. The spectral bands are represented in Figure 9 for Ls = Lr = 1. The blue
lines correspond to the bands with the symmetric eigenfunctions satisfying ws,+ = ws,− and
the orange lines correspond to the bands with the anti-symmetric eigenfunctions satisfying
ws,+ = −ws,−. The green lines denote the flat bands which only exist for a rational ratio of
Ls and Lr.
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For the case Ls = Lr = 1, expressions for the spectral bands are explicit. The spectral
bands for the symmetric eigenfunctions are given by

ω(ℓ) = (± arccos (2 cos(ℓ)− 1) + 2kπ)2 , k ∈ Z, ℓ ∈
[
−π
2
,
π

2

]
.

The spectral bands for the anti-symmetric eigenfunctions are given by

ω(ℓ) = (arccos (1 + 2 cos(ℓ)) + kπ)2 , k ∈ Z, ℓ ∈
[
−π,−π

2

]
∪
[π
2
, π
]
,

augmented with the lowest band at

ω(ℓ) = − (arccosh (1 + 2 cos(ℓ)))2 , ℓ ∈
[
−π
2
,
π

2

]
.

The flat bands are located at ω = (2k + 1)2π2 for integers k ≥ 0.
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Spectral bands for the ladder, Ls = 1, Lr = 1

Figure 9. Spectral bands for the ladder graph. The blue lines are for
the bands for the symmetric eigenfunctions, the orange lines for the anti-
symmetric eigenfunctions, and the green lines for the flat bands.

A bifurcation for ω = 0 and ℓ = 0 is very special for the ladder graph, compared to
the necklace graph. The corresponding eigenfunction (1.4) with ℓ0 = 0 is constant on Γ.
However, if ψs,+ = ψs,− and ∂xψr = 0, then the NLS equation (1.3) on the ladder graph Γ
folds into two identical copies of the scalar NLS equation on the real line R for ψs,+ and ψs,−
since Γs,+ and Γs,− are isometric to the real line R. As a result, not only the standing wave
solution is available explicitly but also it continues as the traveling wave solution given by

(6.1) ψs,+(t, x) = ψs,−(t, x) = eiσtϕ (x− ct) , ϕ(x) = ei
c
2
x

√
σ − c2

4
sech

(√
σ − c2

4
x

)
,

where σ > c2

4
and c ∈ R are arbitrary parameters. The traveling wave is symmetrically

placed on the two side rails of Γ, whereas the value on the rungs of Γ are constants given
by the values at their vertices:

(6.2) ψn,r(t, x) = eiσtϕ ((n+ 1)Ls − ct) .



TRAVELING WAVES IN PERIODIC METRIC GRAPHS 27

The function ψ in (6.1) and (6.2) is clearly a traveling wave solution of the NLS equation
(1.3) on the ladder graph Γ propagating at speed c along the graph Γ. The spatial dynamical
system (2.8) for the traveling waves (2.2) also has an infinite-dimensional center manifold
due to resonances with other spectral bands in Figure 9. However, there exists an invariant
reduction to the two-dimensional subspace isolated from the stable, unstable, and the rest
of the center manifold. This special situation is very similar to the homogeneous limit of
the necklace graph in Appendix A.

For any other bifurcation on the ladder graph with ω ̸= 0 and ℓ ̸= 0, the eigenfunction
(1.4) is no longer constant on Γr. In this case, there is no reduction of the NLS equation
(1.3) on the ladder graph Γ to the NLS equation on the real line R. Bifurcating standing
wave solutions are not available explicitly and bifurcating traveling wave solutions generally
have small oscillatory tails due to the infinite-dimensional center manifold of the spatial
dynamical system.

Appendix A. Traveling waves in the homogeneous case

For the necklace graph in the homogeneous case with L1 = 2π and L2 = 0, the boundary
conditions (2.9) and (2.10) are simply the periodic boundary conditions for ϕ̃ ≡ ϕ̃0 and
η̃ ≡ η̃0. The phase space D of the spatial dynamical system (2.8) is then given by

(A.1) D :=
{
(ϕ̃, η̃) : ϕ̃ ∈ H2

per, η̃ ∈ H1
per

}
.

In this case, traveling waves in the spatial dynamical system (2.8) coincide with traveling
waves of the focusing NLS equation on the line R, according to the following proposition.

Proposition A.1. The spatial dynamical system (2.8) with L1 = 2π and L2 = 0 admits a

smooth homoclinic orbit for every σ > c2

4
, in fact, in the explicit form

(A.2) ϕ̃(ξ) = e
icξ
2

√
σ − c2

4
sech

(√
σ − c2

4
ξ

)
, η̃(ξ) = ϕ̃′(ξ).

The translational parameters of the homoclinic orbits are uniquely chosen to satisfy the
reversibility constraints: Im(ϕ̃)(0) = 0 and Re(η̃)(0) = 0.

Proof. We use the Fourier basis in D, given by (A.1), and decompose the solution in the
form:

(A.3) ϕ̃(ξ, x) =
∑
k∈Z

uk(ξ)e
ikx, η̃(ξ, x) =

∑
k∈Z

rk(ξ)e
ikx.

The spatial dynamical system (2.8) is now rewritten in the form

(A.4)
dw⃗k
dξ

= Akw⃗k +

(
0
Nk

)
,

where

w⃗k :=

(
uk
rk

)
, Ak :=

(
0 1

k2 + σ −2ik + ic

)
and

Nk := −2
∑
k1∈Z

uk1uk2ūk1+k2−k.
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Since

(A.5) Nk|X0 = 0, k ∈ Z\{0}, at X0 :=
{
{w⃗k}k∈Z : w⃗k = 0⃗, k ∈ Z\{0}

}
,

the system (A.4) admits the invariant reduction in X0, for which it reduces to the second-
order system:

(A.6)
d

dξ

(
u0
r0

)
=

(
0 1
σ ic

)(
u0
r0

)
−
(

0
2|u0|2u0

)
,

which is equivalent to the scalar second-order equation

(A.7) u′′0(ξ)− icu′0(ξ)− σu0(ξ) + 2|u0(ξ)|2u0(ξ) = 0.

This is the stationary NLS equation on the real line with the exact solution (A.2) for

the homoclinic orbit, uniquely selected by the reversibility constraints: Im(ϕ̃)(0) = 0 and

Re(η̃)(0) = 0. The homoclinic orbit exists for σ > c2

4
. □

Remark A.1. The homoclinic orbit of Proposition A.1 bifurcates at σ = c2

4
for σ > c2

4
,

in agreement with Example 3.2. In addition to the bifurcating eigenvalues (blue dots in
Figure 3), there exist infinitely many eigenvalues on the imaginary axis (see Figure 3)
which generally result in the small oscillatory tails. However, due to the existence of the
invariant reduction on X0, see (A.5), there exists a true solitary wave solution with zero
oscillatory tails given by Proposition 3.2. The invariant reduction on X0 is broken on the
necklace graph Γ with L1 ̸= 2π and L2 ̸= 0, for which the small nonzero oscillatory tails
generally exist.

Appendix B. Variational formulation

Minimization techniques are a classical tool to obtain the existence of standing wave pro-
files of the NLS equations (see e.g. [2]). On the contrary, as was mentioned in Section 2,
existence of solutions of the spatial NLS equation (2.7) is not easily obtained via minimiza-
tion. Indeed, it turns out that the classical minimization problems used to get a critical
point of the action functional Λσ,c, defined in (2.15), degenerate in the present setting, even
when c = 0. We illustrate this fact with the following result, in which we consider mini-
mization of the quadratic part of Λσ,0 over a potential part. We have generalized here the
cubic nonlinearity to a super-linear power nonlinearity. Minimization fails due to the lack
of control of the quadratic part over the potential norm. In other words, in comparison to
the classical case, what is missing here is a Gagliardo-Nirenberg type inequality.

Proposition B.1. Let p > 1 and σ > 0. Define the space H by

H =
{
φ ∈ H1(R× Γ0) ∩ C0(R× Γ̄0) : φ0(ξ, L1) = φ±(ξ, L1), φ0(ξ, 0) = φ±(ξ, 2π)

}
.

The infimum of the constrained variational problem

(B.1) inf
φ∈H

{∫
R×Γ0

(
|(∂ξ + ∂x)φ|2 + σ|φ|2

)
dξdx :

∫
R×Γ0

|φ|p+1dξdx = 1

}
is 0 and it is not achieved.
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Proof. To show that the minimization problem (B.1) does not admit a solution, we construct
a sequence of functions (φn)n∈N ⊂ H such that∫

R×Γ0

|φn|p+1dξdx = 1,

∫
R×Γ0

(
|(∂ξ + ∂x)φn|2 + σ|φn|2

)
dξdx→ 0 as n→ ∞,

and (φn)n∈N does not admit a limit inH. We will use a separation of variable technique. Let
f ∈ H1(R) and g ∈ H1

C(Γ0). The function g on Γ0 is identified with its three components
(g0, g+, g−) defined on [0, 2π]. We extend (g0, g+, g−) to R by periodicity and denote the
corresponding function on Γ also by g. We define φ ∈ H by

φ(ξ, x) = f(ξ)g(ξ − x).

By construction, φ satisfies∫
R×Γ0

|φ|p+1dξdx =

(∫
R
|f |p+1dξ

)(∫
Γ0

|g|p+1dx

)
,∫

R×Γ0

|φ|2dξdx =

(∫
R
|f |2dξ

)(∫
Γ0

|g|2dx
)
.

Moreover, we have

(∂ξ + ∂x)φ(ξ, x) = f ′(ξ) · g(ξ − x) + f(ξ) · g′(ξ − x)− f(ξ) · g′(ξ − x) = f ′(ξ) · g(ξ − x).

Therefore∫
R×Γ0

|(∂ξ + ∂x)φ|2dξdx =

∫
R×Γ0

|f ′(ξ) · g(ξ − x)|2dξdx =

(∫
R
|f ′|2dξ

)(∫
Γ0

|g|2dx
)
.

Let g ∈ H1
C(Γ0) be fixed and define µ, ν > 0 by

∥g∥Lp+1(Γ0) = µ, ∥g∥L2(Γ0) = ν.

Consider the partial minimization problem

min
f∈H1(R)

{∫
R×Γ0

(
|(∂ξ + ∂x)φ|2 + σ|φ|2

)
dξdx :

φ(ξ, x) = f(ξ) · g(ξ − x),

∫
R×Γ0

|φ|p+1dξdx = 1
}
.

As g is fixed, using the notation previously introduced, this problem might be rewritten as

min
f∈H1(R)

{
ν2
(∫

R
|f ′|2 + σ

∫
R
|f |2dξ

)
:

∫
R
|f |p+1dξ = µ−(p+1)

}
.

This problem is well-known [2] to admit for any 1 < p <∞ a unique positive even minimizer,
which is constructed with the classical ground state Q, i.e.

Q(ξ) =

(
(p+ 1)

√
σ

2

) 1
p−1

sech

(
(p− 1)

√
σξ

2

) 2
p−1

,

and is given by

fµ−1 =
µ−1Q

∥Q∥Lp+1(R)
.
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The value of the minimum is then given by

ν2
(∫

R
|f ′
µ−1|2 + σ

∫
R
|fµ−1|2dξ

)
=

(
ν

µ

)2 (
∥Q′∥2L2(R) + σ∥Q∥2L2(R)

)
=

( ∥g∥L2(Γ0)

∥g∥Lp+1(Γ0)

)2

∥Q∥p+1
Lp+1(R),

where we have used ∥Q′∥2L2(R) + σ∥Q∥2L2(R) = ∥Q∥p+1
Lp+1(R) for the ground state Q in the last

equality. The construction of a minimizing sequence for the original problem is reduced by
using the separation of variables to the search for a sequence of functions (gn)n∈N ⊂ H1

C(Γ0)
such that

lim
n→∞

∥gn∥L2(Γ0)

∥gn∥Lp+1(Γ0)

= 0.

Such a sequence can easily be constructed, taking e.g. a function g : Γ → R compactly

supported in [0, L1] and considering gn(x) = n
1

p+1 g(nx), n ∈ N. This concludes the proof.
□
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8 (2007), pp. 1151–1176.



TRAVELING WAVES IN PERIODIC METRIC GRAPHS 31

[16] P. Kuchment and O. Post, On the spectra of carbon nano-structures, Commun. Math. Phys., 275
(2007), pp. 805–826.

[17] V. Lescarret, C. Blank, M. Chirilus-Bruckner, C. Chong, and G. Schneider, Standing
generalized modulating pulse solutions for a nonlinear wave equation in periodic media, Nonlinearity,
22 (2009), pp. 1869–1898.

[18] D. Maier, W. Reichel, and G. Schneider, Breather solutions for a semilinear Klein-Gordon
equation on a periodic metric graph, J. Math. Anal. Appl., 528 (2023), p. 127520 (31 pages).

[19] J. Mallet-Paret, The global structure of traveling waves in spatially discrete dynamical systems, J.
Dyn. Differ. Equ., 11 (1999), pp. 49–127.

[20] H. Niikuni, Decisiveness of the spectral gaps of periodic schrödinger operators on the dumbbell-like
metric graph, Opuscula Math., 35 (2015), pp. 199–234.

[21] A. Pankov, Travelling Waves and Periodic Oscillations in Fermi-Pasta-Ulam Lattices, Imperial Col-
lege Press, London, 2005.

[22] , Nonlinear Schrödinger equations on periodic metric graphs, Discrete Contin. Dyn. Syst., 38
(2018), pp. 697–714.

[23] D. Pelinovsky, Traveling monotonic fronts in the discrete Nagumo equation, J. Dyn. Differ. Equ.,
23 (2011), pp. 167–183.

[24] D. E. Pelinovsky and G. Schneider, Moving gap solitons in periodic potentials, Math. Methods
Appl. Sci., 31 (2008), pp. 1739–1760.

[25] , Bifurcations of standing localized waves on periodic graphs, Ann. Henri Poincaré, 18 (2017),
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