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Abstract

We study a two-dimensional Fermi-Pasta-Ulam lattice in the long-amplitude,
small-wavelength limit. The one-dimensional lattice has been thoroughly stud-
ied in this limit, where it has been established that the dynamics of the lattice
is well-approximated by the Korteweg–De Vries (KdV) equation for timescales
of the order ε−3. Further it has been shown that solitary wave solutions of
the FPU lattice in the one dimensional case are well approximated by solitary
wave solutions of the KdV equation. A two-dimensional analogue of the KdV
equation, the Kadomtsev–Petviashvili (KP-II) equation, is known to be a good
approximation of certain two-dimensional FPU lattices for similar timescales,
although no proof exists. In this thesis we present a rigorous justification
that the KP-II equation is the long-amplitude, small-wavelength limit of a
two-dimensional FPU model we introduce, analogous to the one-dimensional
FPU system with quadratic nonlinearity. We also prove that the cubic KP-II
equation is the limit of a model analogous to a one-dimensional FPU system
with cubic nonlinearity. Further we study whether stability of line solitons in
the KP-II equation extends to stability of one-dimensional FPU solitary waves
in the two-dimensional lattices.
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Chapter 1

Introduction

1.1 Fermi-Pasta-Ulam system

A Fermi-Pasta-Ulam (FPU) system is comprised of a number of particles con-
nected to their nearest neighbours by identical nonlinear springs. The system
was used by the scientists Enrico Fermi, John Pasta, and Stanislaw Ulam in a
series of numerical experiments to understand thermalization of gasses. Their
numerical experiments and results will be briefly discussed in the next section.

qj−1 qj qj+1

Figure 1.1: A one-dimensional mass-spring system

For a one-dimensional FPU system, we can label the position of the jth

particle at time t by qj(t), where we may take j either in Z/(NZ) or Z, de-
pending on whether we are looking at a system with finitely many particles in
a circle or infinitely many particles on a line. We let pj(t) = q̇j be the corre-
sponding momentum of the jth particle. Suppose that the potential energy of
each spring is given by some function V (u), where u is the relative displace-
ment between two adjacent particles. The total energy of the FPU system is
given by

H =
∑
j

1

2
p2
j + V (qj+1 − qj). (1.1)

Equations of motion are generated by Hamilton’s principle with (pj, qj) being
the canonical coordinates:{

q̇j = pj,

ṗj = V ′(qj+1 − qj)− V ′(qj − qj−1).
(1.2)

1
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We can take a look first at the linear case where V (u) = c2s
2
u2, where cs has

the meaning of the speed of sound. Equations of motion reduce in this case to
the second-order equation:

q̈j = c2
s (qj+1 − 2qj + qj−1) . (1.3)

The second-order equation (1.3) is a discrete wave equation. The continuum
limit of this equation is the wave equation. The discrete wave equation (1.3)
is solvable using the discrete Fourier transform. Using Dirichlet or periodic
boundary conditions, the one-dimensional linear FPU system will experience
periodic or quasi-periodic behaviour for any initial condition, and any number
of particles.

1.2 Numerical experiments

The Fermi-Pasta-Ulam problem began with a numerical experiment performed
by the three scientists, Enrico Fermi, John Pasta, Stanislaw Ulam, at Los
Alamos on the MANIAC computer in 1953, using computer code written by
Mary Tsingou [13]. The idea was to study thermalization in simple models
of gas dynamics. The particular model used in these experiments is a chain
of particles interacting with nearest neighbour interactions, as set up in the
previous section, using Dirichlet boundary conditions. As discussed before
if the system is linear, like the system (1.3), the behaviour of the system is
periodic or quasiperiodic for all time, and thermalization does not occur.

The authors instead looked at the behaviour of the system (1.1) once a
small nonlinear interaction was added to V (u). They believed that the long
time behaviour of such a system should be ergodic and mixing. In particular
three cases were studied, all using Dirichlet boundary conditions; the quadratic
nonlinearity given by the system

q̈j = c2
s (qj+1 − 2qj + qj−1) + α

[
(qj+1 − qj)2 − (qj − qj−1)2

]
, (1.4)

the cubic nonlinearity,

q̈j = c2
s (qj+1 − 2qj + qj−1) + β

[
(qj+1 − qj)3 − (qj − qj−1)3

]
, (1.5)

and a piecewise linear system.
The goal of the numerical experiments was to find evidence of ergodic

behaviour in a simple nonlinear model of a one-dimensional gas. Informally
ergodic behaviour means that the system experiences the same behaviour when
averaging over space as when averaging over time.

2
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In the original numerical experiment the scientists looked for a property
stronger than ergodicity, called the equipartition of energy, in the long-term
behaviour of the system. The property is explained as follows: if all of the
energy of the system is placed in the first few Fourier modes, the long time
evolution of the modes redistributes the energy more or less evenly between
the modes.

The numerical experiments were performed on systems with 16, 32, or 64
particles, using the aforementioned nonlinearities. The models were ran for
several characteristic periods of the system. It was observed that most of
the energy initially stored in the first mode was first transferred to the other
modes of the system; however after some time, the energy of the other modes
returned almost fully to the first mode. Thus, the system exhibited a nearly
periodic behavior. This phenomenon was referred to as FPU recurrence or the
FPU paradox.

An important question arises from this experiment: does the nearly peri-
odic behaviour continue indefinitely or is there some time after which equipar-
tition of energy occurs? Another natural question is, if certain solutions to this
system are in fact nearly periodic, are these solutions exceptional and rare or
is there a large probability of initial data yielding a nearly periodic solution?

Figure 1.2 is a reproduction of one of the plots in the original FPU paper.
It shows the evolution of the first 5 Fourier modes, the energy of which is
defined by

Ek =
1

2

(
P 2
k + ω2

kQ
2
k

)
, (1.6)

where 

Qk =
√

2
n

n−1∑
j=1

sin

(
jkπ

n

)
qj

Pk =
√

2
n

n−1∑
j=1

sin

(
jkπ

n

)
pj

ωk = 2cs sin
(
kπ
n

)
.

(1.7)

The variables (Qk, Pk) are the discrete Fourier transforms of (qj, pj) subject to
the Dirichlet boundary conditions, ωk are the eigenvalues of the linear equation
(1.3). The quantities Ek are sometimes called the harmonic energies, and
correspond to the action variables of the simple harmonic oscillator. Since
the contributions due to the nonlinear piece is small, as it contributes a few
percent of the total energy, these can be taken to be a good approximation
for the distribution of energy within the system when trying to track the
equipartition hypothesis.

The FPU recurrence can be seen from 1.2: the first few modes return to
nearly their initial values after a certain period of time. It is worth noting

3
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Figure 1.2: Energy in first few Fourier modes for FPU, α = 0.25, with initial
conditions xn = sin

(
πn
N+1

)
, ẋn = 0

that none of the higher modes exceed the peak of the 5th mode at any point
during the simulation with this initial data.

1.3 FPU and Hamiltonian Normal Forms

A potential approach to the FPU recurrence problem is through KAM or
Nekhoroshev theory, as discussed in [3]. An important step in this direc-
tion is showing that the system has an integrable and nondegenerate Birkhoff
normal form. This problem was originally tackled by Nishida [38] under a
rather strong nonresonance assumption. Later Bob Rink showed in [41] that
this nonresonance condition did not hold for FPU, and the system actually
experienced nontrival resonances, however in the case of Dirichlet boundary
conditions, nontrivial resonances in the normal form vanish due to symmetries
of the system. In 2009 a similar result, but with periodic boundary conditions,
was obtained by Kappeler and Henrici in [24]. The authors showed that the
resonant normal form for a system with an even number of particles and pe-
riodic boundary conditions is integrable and that the resulting normal form
is non-degenerate. A consequence is that the KAM theorem applies for some
positive measure set of initial conditions.

Most results regarding the Birkhoff normal form, KAM theory, and Nekhoro-
shev theory for the FPU system have been established in the case of a finite
number of particles. Very few papers discuss the thermodynamic limit arising
when the number of particles goes to infinity.

One example is [1], where Bambusi and Maspero explored normal forms
of the Toda lattice with periodic boundary conditions in the thermodynamic

4
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limit, and as a consequence proved a normal form theorem for FPU in a special
case where FPU is essentially a truncated Toda lattice.

Nekhoroshev theory, like KAM theory, has been explored in the infinite di-
mensional context for Hamiltonian PDE, though there are far fewer results in
this direction. For example in [2], Bambusi showed the persistence of quasiperi-
odic solutions of the nonlinear Schrödinger equation for exponential time scales
in 1

ε
, where ε is the size of the initial condition. As a follow-up in [40] Pöschel

provided a proof which was technically simpler. Other results have followed,
for example for the nonlinear Klein-Gordon equation, however further work
has been in polynomial time scales, unlike the exponential time scales for
finite dimensional Nekhoroshev theory.

1.4 KdV Approximation to FPU

FPU models for infinitely many particles have been much studied in the limit of
small-amplitude and long-wavelength perturbations. The famous Korteweg–
de Vries (KdV) equation was derived for the α-model given by (1.4) [5][21].
To derive this limit we introduce the strain variables,

rj(t) = qj+1(t)− qj(t), j ∈ Z,

then we rewrite the equations of motion (1.4) in strain variables,

r̈j = c2
s (rj+1 − 2rj + rj−1) + α

(
r2
j+1 − 2r2

j + r2
j−1

)
. (1.8)

We look to approximate a solution of the form

rj(t) = ε2R
(
ε (j − cst) , ε3t

)
+ error, (1.9)

where R(ξ, τ) : R2 → R is a function on the plane, with ξ = ε (j − cst),
τ = ε3t. Plugging the ansatz (1.9) into equation (1.8) yields to O(ε6) the
equality

−2cs∂ξ∂τR =
c2
s

12
∂4
ξR + α∂2

ξ

(
R2
)
. (1.10)

Integrating with respect to ξ gives the KdV equation,

∂τR +
α

cs
R∂ξR +

cs
24
∂3
ξR = 0, (1.11)

The Korteweg-de Vries equation was originally introduced as an asymptotic
model for water waves in shallow water [32]. The model is widely applicable
in physics as a model for nonlinear waves in the long-wavelength limit, for
example as a model for collisionless-plasma magnetohydrodynamic waves.

5
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In 1965 Zabusky and Kruskal [48] made the observation that KdV could, at
least formally, be viewed as a small-amplitude, long-wavelength limit of FPU.
The authors also observed the existence of solitary waves inside numerical
solutions of KdV, which could interact nonlinearly, but the individual soli-
tary waves remain unaffected by the interaction. The authors proposed that
FPU recurrence and soliton interaction in KdV could be related. As such it’s
possible to use the KdV approximation to FPU as a means to get long time
information about the dynamics of the system for large number of particles.
In 1968 Peter Lax proved that the KdV equation is a completely integrable
Hamiltonian system [33]. In 1972 Zakharov and Faddeev constructed a canon-
ical transformation of the KdV into action-angle coordinates [50]. See also [34]
for a review of the literature.

The first rigorous justification of the KdV approximation was provided by
Schneider and Wayne [43] in 1999 as an exercise related to a technique the
authors had developed for providing a rigorous justification for the KdV limit
of the water wave problem [44]. The authors showed that for a solution to
the FPU system (1.4) in strain variables there exists a pair of solutions to the
KdV equation (1.11), propagating left and right, the sum of which stays close
to r(j, t) in `∞ norm for long times. The solutions of KdV are assumed to have
initial data in H12,0 ∩ H7,2, where Hs,n denotes the weighted Sobolev space
with functions satisfying

√
1 + x2nf(x) ∈ Hs (R). The authors controlled the

linear piece of the approximation using the long-wavelength assumption on
the approximating function, while the nonlinearity was controlled using stan-
dard energy methods. An application of Gronwall’s inequality gave them an
approximation result on the time scales for which the KdV dynamics is ob-
served.

This technique has been successfully extended to a number of different
cases, e.g. in [9] Dumas and Pelinovsky gave a rigorous justification that using
a Hertzian potential function for the FPU system yields a log-KdV equation
in the small-amplitude, long-wavelength limit. In [31] Khan and Pelinovsky
proved that for a potential function of the form

V (u) =
c2
s

2
u2 +

ε

p+ 1
up+1

the short-amplitude, long-wavelength limit is the generalized KdV equation.
They also extended the time scale for this approximation to logarithmic timescale
in ε, if a global solution to the generalized KdV equation exists, by improving
on the Gronwall inequality argument.

6
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1.5 FPU Solitary Waves

In a series of papers, [14]-[17], Friesecke and Pego extended results for the KdV
approximation to FPU and showed that KdV solitary waves are a good ap-
proximation for FPU solitary waves, provided they are in the long-wavelength,
small-amplitude regime, and the speed of the wave is close to the speed of
sound cs =

√
V ′′(0). By solitary waves we mean solutions of the FPU system

(4.1) of the form rj(t) = rc(j− ct) such chat rc(j)→ 0 as |j|→ ∞, where rj(t)
is in strain variables, and c is the speed of the solitary wave. In this section
we will discuss these results as applied to the α-model (1.4) which is given by

the Hamiltonian (1.1) with potential function V (u) = c2s
2
u2 + α

3
u3.

We will first discuss solitary waves of the KdV equation (1.11). We will
look at a family of solutions of the form

R (ξ, τ) = φγ (ξ − γτ) , (1.12)

parametrized by γ > 0. Plugging the solution form (1.12) into the KdV
equation (1.11) we get

cs
24
φ′′′γ (x)− γφ′γ (x) +

α

cs
φγ (x)φ′γ (x) = 0. (1.13)

Integrating with respect to x, with zero boundary conditions, yields,

cs
24
φ′′γ (x)− γφγ (x) +

α

2cs
φγ (x)2 = 0. (1.14)

Equation (1.14) admits the following family of solutions

φγ (ξ − γτ) =
3csγ

α
sech2

(√
6γ

cs
(ξ − γτ)

)
. (1.15)

In light of the small-amplitude, long-wavelength limit discussed in section 1.4
we may look for an approximate solitary wave solution of the FPU system of
the form,

rc(x) =
3csγε

2

α
sech2

(
ε

√
6γ

cs

(
j − cst− γε2t

))
+ error, (1.16)

with wave speed c = cs + γε2.
The continuum limit was initially developed in the first paper [14]. Here

the authors, using a displacement profile of a single-pulse wave with speed c,

rj(t) = rc(j − ct),

7
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show that if the wave speed is within ε2

24
cs of the speed of sound, that is,

0 ≤ c− cs ≤
ε2

24
cs

then, as ε → 0, 1
ε2
rc(

ξ
ε
) converges uniformly to φ1(ξ), with φ1(x) given by

(1.15) for 0 < γ ≤ cs
24

.
In the second paper [15], the authors establish nonlinear stability for per-

turbations of solitary waves. In particular the authors show that if solitary
waves of the lattice satisfy a “exponential linear stability” condition, then so-
lutions of nearby initial data stay close to the limiting solitary wave of the KdV
equation for all time. The exponential linear stability requires that a solution
to the evolution equation, linearized at a solitary wave, decay exponentially in
a weighted `2

a-space defined as

`2
a =

{
u : Z→ R2|eaju(j) ∈ `2

}
.

Specifically the exponential stability condition is given for a particular solitary
wave as;

(L) There exist positive constants K, b such that for any solution of the
linearized evolution equation (1.17) in `2

a, we have the estimate∥∥ea(j−ct)w(t)
∥∥ ≤ Ke−b(t−s)

∥∥ea(j−cs)w(s)
∥∥ ,

where ‖·‖ is the usual `2−norm, provided that t ≥ s and perturbation
w(t) is symplectically orthogonal to the modes

w1(t) = ∂tuc(j − ct),

w2(t) = ∂cuc(j − ct),

in the sense that ω (wk, w(s)) = 0 for k = 1, 2. Where ω(u, v) is the
Symplectic form given by ω(u, v) = 〈J−1u, v〉 with

J−1 =

[
0

∑0
n=−∞ e

n∂j∑−1
n=−∞ e

n∂j 0

]
.

Here w(t) is a solution to the FPU equations of motion, linearized at a solitary
wave. That is to say that if w(t) is a perturbation to the solitary wave

uc(j − ct) = (rc(j − ct), pc(j − ct)),

8
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then w(t) is a solution to the linearized equation,

∂tw = B(j − ct)w, (1.17)

with
B(j − ct) = JH ′′(uc(j − ct))

where H(u) is the α-model Hamiltonian, and the Symplectic matrix J is given
by

J =

[
0 e∂j − 1

1− e−∂j 0

]
.

In the third paper [16], the authors develop the Floquet theory on the lattice
which compares time evolution on the lattice with a continuous group of op-
erators on the real line. This helps the authors reduce the exponential linear
stability condition to an eigenvalue condition of a differential-difference opera-
tor on the real line. The authors determine the operator’s essential spectrum,
which corresponds to a continuous Floquet spectrum on the lattice. Through
this the authors are able to characterize the condition (L) in terms of an eigen-
value condition on the differential-difference operator, and a requirement that
the travelling wave be supersonic. The authors study solutions of the lin-
earized system (1.17). Introducing w(j, t) = eλtW (j − ct) yields the following
eigenvalue problem

(c∂x +B(x))W (x) = λW (x), (1.18)

where x − ct. The authors additionally assume that, for some a > 0, the
solitary wave, uc(· − τ), satisfies the following property from [15],

(P) uc(· − ct) belongs to a family of solitary waves uĉ(· − ct) such that the
map (τ, ĉ) → uĉ(· − ct) is C2 from R × (c−, c+) into the exponentially
weighted spaces `2

a and `2
−a , for some interval (c−, c+) containing c.

The authors then prove the following statement

Theorem 1.1 (Friesecke-Pego). Assume that uc(·−ct) is a solitary wave speed
c > 0 which satisfies (P) for some a > 0. Then the stability condition (L) is
equivalent to the following two conditions:

1. c > cs and a < ac, where ac > 0 is the solution of sinh(1
2
ac)
(

1
2
ac
)−1

= c
cs

.

2. Whenever Reλ ≥ 0 and |Imλ| ≤ π, equation (1.18) has no nonzero
solution in H1

a that is symplectically orthogonal to all neutral modes
e2πinx∂xuc(x) and e2πinx∂cuc(x).

An important step of the proof of this theorem is an analysis of the spec-
trum of the operator c∂x + B in an exponentially weighted space L2

a. The

9
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authors do this by breaking down the operator into pieces A+ Ã, where A is
a closed operator with constant coefficients, whose spectrum can be computed
explicitly, and Ã is a relatively compact perturbation.

The series of papers concludes with the final paper [17], where the authors
show that low-energy solitary waves are linearly and hence nonlinearly stable.
This latter result is sufficient for a recurrence theorem for the FPU system,
relating the results of this series to the original numerical experiments of Fermi,
Pasta, and Ulam [13]. Specifically the paper proves the following result

Theorem 1.2 (Friesecke-Pego). Suppose the interaction potential is given by

V (u) = c2s
2
u2+α

3
u3. On any energy surface H = E with E > 0 sufficiently small

the unique supersonic single-pulse solitary wave uc has the following property.
There exists a parameter a > 0, a decay exponent β > 0 and a constant C > 0
such that if the initial data u0 satisfy

‖u0 − uc (·)‖ ≤
√
δ,

‖u0 − uc (·)‖`2a ≤ δ
(1.19)

and δ > 0 is sufficiently small, then the solution u (·, t) to the FPU equations,
given by Hamiltonian (4.1), satisfies

‖u (·, t)− uc∗ (· − c∗t− τ∗)‖ ≤ C
√
δ∥∥ea(·−c∗t−τ∗) (u(·, t)− uc∗ (· − c∗t− τ∗))

∥∥ ≤ Cδe−β(t−t0)
(1.20)

for all t ≥ 0, where uc∗ is a solitary wave of speed c∗ and τ∗ a phase shift which
satisfy

|c∗ − c|+ |τ∗|+ ‖uc∗ − uc‖ ≤ Cδ.

The strategy for the proof of this theorem is to verify that the conditions
specified in theorem 1.1 hold for low energy waves. The authors had already
verified that (P ) holds for all a ∈ (0, ac) and that c > cs, what remained was
to check that property 2 as stated in theorem 1.1 held.

Related to the work of Friesecke and Pego [14]-[17] is the work of Herrmann
and Matthies in [25]-[27] on high-energy solitary travelling waves. The authors
studied potentials of the form

V (u) =
1

m(m+ 1)

(
1

(1− u)m
−mu− 1

)
,

where m > 1 is a constant.The authors initially looked at asymptotic expres-
sions for the wave profiles in [25]. In [26], the authors showed that solitary
waves in the high energy case are unique, at least locally. Finally in [27],
the authors study the stability of solitary waves in the high energy case, in
particular extending the results of Friesecke and Pego [17].

10
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1.6 Diatomic FPU

Diatomic FPU models have also been recently studied in many publications.
The diatomic FPU system has two particles of different masses, m1 > m2 ,
appear at alternating lattice sites. In addition to varying masses, the springs,
meaning the interaction term between particles, may vary between lattice sites
as well. The diatomic case is illustrated in figure 1.3.

qj−1

m1

qj

m2

qj+1

m1

qj+2

m2

Figure 1.3: A one-dimensional diatomic mass-spring system

In [20] J. Gaison, S. Moskow, J. D. Wright, and Q. Zhang extended the
KdV approximation of the FPU system to poly-atomic lattices. Masses of
particles in the poly-atomic model may differ from site to site as can the
interaction between nearest neighbours. This result was not restricted to the
diatomic model, so there may be more than two distinct masses. Newton’s
equations for the poly-atomic model used are given as

mj q̈j = V ′j (qj+1 − qj − l)− V ′j−1 (qj − qj−1 − l) ,

where l is the relaxation length of the spring, and m(j) is the mass of the
particle at lattice site j ∈ Z. There are N distinct masses and potential
functions, which repeat periodically, that is there is an N ∈ N so that

mj+N = mj, Vj+N(u) = Vj(u).

The potential function is also assumed to take the form

Vj(u) =
1

2
cs(j)

2u2 +
1

3
α(j)u3 +O(u3).

Define r(j, t) = (r(j, t), p(j, t)) to be a solution of the FPU system with the
given potential and initial conditions r(j, 0) = ε2

cs(j)2
φ (εj) , p(j, 0) = ε2ψ (εj).

Here φ, ψ are functions which are in H5 and whose anti-derivative is in L∞.
Let A,B solve the KdV equations

1

c
At + aAxxx + bAAx = 0,

−1

c
Bt + aBxxx + bBBx = 0,

11
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with initial conditions

A(x, 0) =
1

2

(
φ(x)−

√
mc̃sψ(x)

)
, B(x, 0) =

1

2

(
φ(x) +

√
mc̃sψ(x)

)
,

where the quantities above are given by: m = 1
N

N∑
j=1

m(j), c̃s = N∑N
j=1 cs(j)

−2
, b =

c̃s
N

∑N
j=1

α(j)
cs(j)6

, and c =
√

c̃s
m̄
, a = 1

24
(1− 12γ0 − 12γ2

0 − 24γ1 + 12γ2 + 12γ3).

For the coefficient a define

χ1(1) = − 1

N

N∑
k=2

k−1∑
j=1

(
c̃s
c2
s(j)
− 1

)
, χ2(1) = − 1

N

N∑
k=2

k−1∑
j=1

(
m̃(j + 1)

m̄
− 1

)
and for 2 ≤ k ≤ N

χ1(k) =
k−1∑
j=1

(
c̃s
c2
s(j)
− 1

)
, χ2(k) =

k−1∑
j=1

(
m̃(j + 1)

m̄
− 1

)
.

Set γ0 = 〈 c̃s
cs(j)2

, χ2〉, γ1 = 〈χ1, χ2〉, γ2 = 〈χ2
1,

m
m̄
〉, γ3 = 〈χ2

2,
c̃s

cs(j)2
〉, where the

inner product is given by

〈f(j), g(j)〉 =
1

N

N∑
j=1

f(j)g(j)

. Define

Aε (j, t) =

(
1

c2
s(j)

[
A
(
ε(j − ct), ε3t

)
+B

(
ε(j + ct), ε3t

)]
,√

1

mc̃s

[
−A

(
ε(j − ct), ε3t

)
+B

(
ε(j + ct), ε3t

)])
.

It was shown in [20] that

sup
|t|≤T0ε−3

∥∥r(t)− ε2Aε(t)
∥∥
`2
≤ Cε

5
2 .

In [39] Pelinovsky and Schneider show that a diatomic FPU system can be
approximated by a monatomic FPU system if the ratio of the small mass to the
large mass is small enough. In [29], Hoffman and Wright studied the existence
of travelling waves in a diatomic FPU system under the same assumption. In
this limit the authors of [29] construct “nanopteron” solutions, which are a
superposition of a solitary wave and a periodic wave. More specifically if we

12
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label the heavy particles by Qj(t) and the light particles by qj(t) the authors
find an expression for this solution of the form

Qj(t) = σc (j − ct) + Υ1 (j − ct) + Φ1 (j − ct) ,

qj(t) = Υ2 (j − ct) + Φ2 (j − ct) .

Here σc (·) is a solitary wave solution of the system when the lighter particle is
of mass zero, the pair of Υ functions decay exponentially in their variable, and
the functions Φ are periodic and their magnitude is smaller than any power of
the small parameter µ = m2

m1
, the ratio of the masses.

Analogous results to those of Friesecke and Pego were extended to diatomic
lattices by Faver and Wright in [12], this is a continuation of the work by Hoff-
man and Wright in [29]. This is not a straightforward generalization since the
dispersion relationship for the linearized equations of motions have two parts
in the diatomic model. The first part is called the “acoustic” band, which is
similar to the dispersion relation of the monatomic model, and a similar jus-
tification analysis works. The second piece, called the “optical” band, is not
present in the dispersion relation of the monatomic model, and the equation
is classically singularly perturbed. Since the problem is nonlocal the authors
weren’t able to use traditional methods for dealing with singular perturba-
tions, and adapted a functional analytic approach which was developed to
prove existence of solitary capillary-gravity waves in [4]. They prove that for
wavespeeds, c, close to but larger than the speed of sound of the lattice cs,
which depends on the two masses, there is a traveling wave which is a super-
position of two pieces. They show that the first piece is localized and solves
a KdV travelling wave equation, it has an amplitude proportional to (c − cs)
and wavelength proportional to (c− cs)−

1
2 . The additional piece is a periodic

function, whose amplitude can be made smaller than any power of (c− cs).
In [11] Faver and Hupkes study “micropteron” travelling waves for a di-

atomic FPU system in the equal mass limit. The distinction between a mi-
cropteron and the nanopteron solutions is that the oscillations in a micropteron
solution are not necessarily smaller than all orders of the mass ratio.

1.7 The Kadomtsev-Petviashvili Equation

The KdV equation models a wide-range of one-dimensional, nonlinear waves,
in the small-amplitude, long-wavelength limit. The KdV equation also pos-
sesses a class of special solutions, known as solitary waves, which are stable
in the one-dimensional dynamics. In [30] Kadomtsev and Petviashvili stud-
ied whether this stability is preserved for solitary waves whose amplitude and
phase are allowed to vary slowly in the transverse direction, a property called

13
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transverse stability. To do this the authors added a small transverse pertur-
bation to the KdV equation by introducing a function φ(x, y, t) on the right
hand side of (1.11),

c1∂tu+ αu∂xu+
c2

1

24
∂3
xu = ∂yφ. (1.21)

A linear dispersion analysis showed that the function φ(x, y, t) must satisfy

∂xφ = ∓ c22
2
∂yu. The signs correspond to negative and positive dispersion re-

spectively. In the literature the positive dispersion case is called the KP-I
equation, while the negative dispersion case is called the KP-II equation. Soli-
tary waves of the KdV equations were studied formally in both versions, and
the authors found that solitary waves were unstable with respect to transverse
perturbations in KP-I, while “bending” of solitary waves leads to harmonic
oscillations with a weak damping in the case of KP-II.

Analogous to the KdV limit of the two-dimensional water-wave problem,
the KP-II equation can be observed in the long-wave limit of the three-dimensional
water wave problem. A rigorous justification in this direction was presented in
[22] by Gallay and Schneider, where the authors showed that a KP-II equation
can be found in the two-dimensional Boussinesq equation, which is a realistic
model for the three-dimensional water wave problem.

A rigorous result about the stability of KdV solitons as solutions to the
KP-II equation was obtained by Mizumachi and Tzvetkov [37]. Specifically
the authors studed the KP-II equation

∂ξ
(
∂τu+ ∂3

ξu+ 3∂ξ
(
u2
))

+ 3∂2
ηu = 0, (1.22)

with initial data u0(ξ, η) ∈ Hs (Rξ × Tη) for s ≥ 0. Such an equation is known
to be globally well posed, with a unique solution in the space C0 (R; (Rξ × Tη)).
Let

φc(ξ) = c sech2

(√
c

2
ξ

)
, c > 0,

then φc(ξ−2cτ) is a solitary wave solution of the KdV equation and a solution
to (1.22). Mizumachi and Tzvetkov show that φc(ξ − 2cτ) is stable as a
solution to the KP-II equation subject to perturbations which are periodic
in the transverse direction. In particular they prove the following result:

Theorem 1.3 (Mizumachi-Tzvetkov). For every ε > 0, there exists a δ > 0
such that if the initial data of (1.22) satisfies ‖u0 − φc‖L2(Rξ×Tη) < δ, the

corresponding solution of (1.22) satisfies

inf
γ∈R
‖u(τ, ξ, η)− φc(ξ + γ)‖L2(Rξ×Tη) < ε, ∀t ∈ R.

14
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Moreover, there exists a constant c̃ satisfying c̃ − c = O(δ) and a modulation
parameter ξ(τ) satisfying lim

τ→∞
ξ̇(τ) = 2c̃ and such that

lim
t→∞
‖u(τ, ξ, η)− φc̃(ξ − ξ(τ))‖L2((ξ≥cτ)×Tη) = 0.

The stability of such solitary waves was extended by Mizumachi to solutions
in the space where transverse perturbations are exponentially localized as x→
∞ [35], and with perturbations in either (1+ξ)−

1
2H1(R2) or H1(R2)∩∂ξL2(R2)

[36]. In [23] Haragus, Li, and Pelinovsky prove that periodic travelling waves
of the KdV equation are tranvsersely linearly stable with respect to periodic
perturbations.

1.8 Two-dimensional FPU

It is natural to ask to what extent do the one dimensional results for FPU
extend to a two-dimensional case, where the mass-spring system is arranged
along some lattice in R2 instead of a line. Figure 1.4 illustrates the system
where the particles in the lattice are connected by horizontal and vertical
springs, there are no diagonal springs.

j−1,k−1 j,k−1 j+1,k−1

j−1,k j,k j+1,k

j−1,k+1 j,k+1 j+1,k+1

Figure 1.4: A mass spring system arranged in a square lattice

There are few results addressing whether the two-dimensional FPU prob-
lem can be approximated by an integrable Hamiltonian PDE, similar to the
KdV limit in the one-dimensional case. Friesecke and Matthies [19] have
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proven the existence of longitudinal solitary waves in the KdV limit of a two-
dimensional FPU like lattice. Interestingly the lattice only included linear
terms, but the waves observed were nonlinear. The nonlinearity presenting
itself by virtue of the two-dimensional Euclidean norm, as a consequence the
authors referred to these as “geometric waves”. More recently, Chen and
Herrmann [8] generalized this result by allowing for nonlinear coupling and
arbitrary propagation direction of such one-dimensional waves.

Analogously to the KdV limit of the one-dimensional FPU system, we
expect of the two-dimensional FPU system that an appropriate continuum
approximation is given by the KP equation. One such limit was formally
studied by Duncan, Eilbeck, and Zakharov in [10], where the authors used a
strongly anisotropic model whose dynamics are given by the Hamiltonian

H =
∑
j,k

1

2
u̇j,k +

1

2
(uj+1,k − uj,k)2 +

1

2
ε2 (uj,k+1 − uj,k)2

+
∑
j,k

1

3
aε (uj+1,k − uj,k)3 .

Seeking a continuous function uj,k(t) = U (ε (x− t) , εy, ε3t) which satisfies the
equations of motion given by the above Hamiltonian, the team found that the
function then satisfies a KP-II equation to O(ε6).

It is the purpose of this thesis to study rigorously transverse
variations of FPU solitary waves propagating along a certain di-
rection in the lattice. We will derive the KP-II equation in the case of
horizontal and diagonal propagation in the α-model. We will also derive the
cubic KP-II equation for horizontal propagation in the β-model. The two-
dimensional FPU models studied in this thesis will be introduced in the sub-
sequent section

1.9 Two-Dimensional FPU Models

This subsection will introduce one of the two-dimensional models studied in
this thesis, and introduce their Hamiltonians and the equations of motion. The
particles in the lattice will be indexed by (j, k) ∈ Z2. We will introduce the
vector quantities qj,k = (xj,k, yj,k) and pj,k = (wj,k, zj,k), as well as the vector
quantities

rxj,k = (xj+1,k − xj,k, yj+1,k − yj,k)

and
ryj,k = (xj,k+1 − xj,k, yj,k+1 − yj,k).
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1.9.1 Two-Dimensional α-model

The first model we will look at is what we will call the two-dimensional α-
model. This is analogous to a highly anisotropic model studied in [10], with
additional nonlinear terms, and the anisotropy introduced through scaling,
rather than differences in the springs. We write the Hamiltonian,

H =
1

2

∑
j,k

(
w2
j,k + z2

j,k

)
+
∑
j,k

Vh(r
x
j,k) +

∑
j,k

Vv(r
y
j,k). (1.23)

The potential functions will be defined as,

Vh (u, v) =
c2

1

2
u2 +

c2
2

2
v2 +

α1

3
u3 +

α2

2
uv2,

Vv (u, v) = Vh (v, u) .
(1.24)

The potential function is chosen so that it resembles the dynamics of models
built on the displacement, measured in the sense of Euclidean norm, while also
maintaining algebraic simplicity of the model in [10]. The uv2 term is added
due to mechanical considerations, it ensures that horizontal displacements are
symmetric with respect to the sign of displacements in the vertical direction,
while vertical displacements are symmetric with respect to the sign of dis-
placements in the horizontal direction. This is a nearest neighbour model,
so it will fail to capture some properties of materials, such as elasticity. As
discussed in Friesecke and Theil, [18] and Friesecke and Matthies [19], a next
nearest neighbour model, which in the case of a mass-spring lattice system
involves including diagonal springs, is required to describe elasticity. The lat-
tice studied by these authors is similar to the lattice studied by Chen and
Herrmann [8] for their KdV limit for a two-dimensional FPU system with di-
agonal springs. A KP-II limit analogous to our result should be possible in
the lattice, however additional terms due to diagonal interactions in the lattice
will make calculations less clear.

We compute the equations of motion,

ẋj,k = wj,k,

ẇj,k = c2
1 (xj+1,k − 2xj,k + xj−1,k) + c2

2 (xj,k+1 − 2xj,k + xj,k−1)

+ α1

[
(xj+1,k − xj,k)2 − (xj,k − xj−1,k)

2]
+
α2

2

[
(yj+1,k − yj,k)2 − (yj,k − yj−1,k)

2]
+ α2 [(xj,k+1 − xj,k) (yj,k+1 − yj,k)− (xj,k − xj,k−1) (yj,k − yj,k−1)] ,

(1.25)
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and

ẏj,k = zj,k,

żj,k = c2
2 (yj+1,k − 2yj,k + yj−1,k) + c2

1 (yj,k+1 − 2yj,k + yj,k−1)

+
α2

2

[
(xj,k+1 − xj,k)2 − (xj,k − xj,k−1)2]

+ α1

[
(yj,k+1 − yj,k)2 − (yj,k − yj,k−1)2]

+ α2 [(xj+1,k − xj,k) (yj+1,k − yj,k)− (xj,k − xj−1,k) (yj,k − yj−1,k)] .

(1.26)

In order to study propagation along the horizontal direction we will seek a
continuous approximating function of the form

xj,k = εX (ξ, η, τ) + error,

with ξ = ε(j − c1t), η = ε2k, τ = ε3t. We will show that xj,k will satisfy the
equations of motion if X (ξ, η, τ) solves a KP-II equation

2c1∂ξ∂tX +
c2

1

12
∂4
ξX + c2

2∂
2
ηX +

α

2
∂ξ
(
(∂ξX)2) = 0. (1.27)

This limit is first studied through a linear dispersion analysis in section 2.1
and formally derived in section 2.2. A rigorous justification is provided in
chapter 4. In the justification we look at the system in “strain variables”,
which are defined by the relative displacements between adjacent particles, as
in the following ansatz:

xj+1,k − xj,k = ε2A
(
ε(j − c1t), ε

2k, ε3t
)

+ error.

The reason for the different scaling here is that we can formally consider the
relationship between the function A and X through a Taylor expansion

A
(
ε(j − c1t), ε

2k, ε3t
)

= ∂ξX
(
ε(j − c1t), ε

2k, ε3t
)

+O(ε),

so that the KP-II (1.27) can be rewritten with ∂ξX replaced by A.

1.9.2 Diagonal Propagation in an α-model

In chapter 5 we will study the propagation of waves along the diagonal of
the 2D-FPU lattice in the small-amplitude long-wavelength limit. In order
to study propagation along a diagonal we will take the existing α-model with
equations of motion (1.25)-(1.26) and introduce a new coordinate system on
the lattice by m = j+k

2
, n = j−k

2
. Under the new coordinate system the parti-

cle experiences nearest-neighbour interactions with neighbours located a half
lattice site away. Due to this we redefine xm,n and introduce χm,n = xm+ 1

2
,n+ 1

2
.
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The system becomes a diatomic system where xm,n particles communicate
with four χm,n nearest-neighbour particles and vice versa, see figure 1.5 for an
illustration. In order to study propagation along the diagonals we will seek a
continuous approximating function of the form

xm,n = εX
(
ε(m− c∗1t), ε2(n− c∗2t), ε3t

)
+ error,

where c∗1 =

√
c21+c22
2

, c∗2 =

√
c21−c22
2

.
A computation of the linear dispersion relationship in section 2.3 shows

that some propagation in the transverse direction is unavoidable in this case,
unless some careful choices are made in the parameters of the model. We will
study the case where α1 = α2

2
= α, and c2

1 = c2
2 = c2, so that c∗2 = 0. Further

these parameters will ensure that we have the reduction xj,k = yj,k, which
allows us to describe symmetric diagonal motion. In section 2.4 we formally
derive the nonlinear KP-II equation for X(ξ, η, τ) :

c
√

2∂ξ∂τX +
c2

96
∂4
ξX +

c2

2
∂2
ηX +

α

2
∂ξ
(
(∂ξX)2) = 0

from the equations of motion. A rigorous justification is performed in chapter
5.

Next we introduce ηm,n = ym+ 1
2
,n+ 1

2
, as well as the velocities

um,n = ẋm,n

vm,n = χ̇m,n

wm,n = ẏm,n

zm,n = η̇m,n

(1.28)

and the strain variables

alm,n = χm,n − xm,n,
adm,n = xm+1,n+1 − χm,n,
axm,n = xm+1,n − χm,n,
aym,n = xm,n+1 − χm,n,

(1.29)

as well as,

blm,n = ηm,n − ym,n,
bdm,n = ym+1,n+1 − ηm,n,
bxm,n = ym+1,n − ηm,n,
bym,n = ym,n+1 − ηm,n.

(1.30)
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xm−1,n χm−1,n xm,n+1 χm,n+1

χm−1,n−1 xm,n χm,n xm+1,n+1

xm,n−1 χm,n−1 xm+1,n χm+1,n

χm,n−2 xm+1,n−1 χm+1,n−1 xm+2,n

Figure 1.5: A diatomic mass spring system arranged in a square lattice
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From (1.23) rewrite the Hamiltonian in the relabeled coordinates as,

H =
1

2

∑
m,n

(
u2
m,n + v2

m,n + w2
m,n + z2

m,n

)
+
∑
m,n

V (alm,n, b
l
m,n)

+
∑
m,n

V (adm,n, b
d
m,n) +

∑
m,n

V (axm,n, b
x
m,n) +

∑
m,n

V (aym,n, a
y
m,n).

(1.31)

From this we have the equations of motion

u̇m,n =c2 (χm,n − 2xm,n + χm−1,n−1) + c2 (χm−1,n − 2xm,n + χm,n−1)

+ α
[
(χm,n − xm,n)2 − (xm,n − χm−1,n−1)2]

+ α
[
(ηm,n − ym,n)2 − (ym,n − ηm−1,n−1)2]

+ 2α (xm,n − χm,n−1) (ym,n − ηm,n−1)

− 2α (χm−1,n − xm,n) (ηm−1,n − ym,n) ,

(1.32)

v̇m,n =c2 (xm+1,n+1 − 2χm,n + xm,n) + c2 (xm+1,n − 2χm,n + xm,n+1)

+ α
[
(xm+1,n+1 − χm,n)2 − α (χm,n − xm,n)2]

+ α
[
(ym+1,n+1 − ηm,n)2 − α (ηm,n − ym,n)2]

+ 2α (xm+1,n − χm,n) (ym+1,n − ηm,n)

− 2α (χm,n − xm,n+1) (ηm,n − ym,n+1)

(1.33)

ẇm,n =c2 (ηm,n − 2ym,n + ηm−1,n−1) + c2 (ηm−1,n − 2ym,n + ηm,n−1)

+ α
[
(ηm,n−1 − ym,n)2 − (ym,n − ηm−1,n)2]

+ α
[
(χm,n−1 − xm,n)2 − (xm,n − χm−1,n)2]

+ 2α (ηm,n − ym,n) (χm,n − xm,n)

− α (ym,n − ηm−1,n−1) (xm,n − χm−1,n−1)

(1.34)

żm,n =c2 (ym+1,n+1 − 2ηm,n + ym,n) + c2 (ym+1,n − 2ηm,n + ym,n+1)

+ α
[
(ym+1,n − ηm,n)2 − (ηm,n − ym,n+1)2]

+ α
[
(xm+1,n − χm,n)2 − (χm,n − xm,n+1)2]

+ 2α (ym+1,n+1 − ηm,n) (xm+1,n+1 − χm,n)

− 2α (ηm,n − ym,n) (χm,n − xm,n)

(1.35)

Note that under the assumption that xj,k = yj,k we have equations of
motion (1.32) and (1.34) coincide, as well as equations of motion (1.33) and
(1.35). As a result for this choice of parameters if we set our initial conditions
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so that xj,k = yj,k and uj,k = wj,k, these equalities will hold for all time. With
this reduction we may write the equations of motion, in our displacement
variables, as

u̇m,n =c2
(
alm,n − adm−1,n−1

)
+ c2

(
−axm−1,n − a

y
m,n−1

)
+ 2α

[(
alm,n

)2 −
(
adm−1,n−1

)2
+
(
aym,n−1

)2 −
(
axm−1,n

)2
]

v̇m,n =c2
(
adm,n − alm,n

)
+ c2

(
axm,n + aym,n

)
+ 2α

[(
adm,n

)2 −
(
alm,n

)2
+
(
axm,n

)2 −
(
aym,n

)2
] (1.36)

1.9.3 Two-dimensional β-Model

For the two dimensional analogue of the β-model we introduce the Hamiltonian

H =
1

2

∑
j,k

(
w2
j,k + z2

j,k

)
+
∑
j,k

Vβ(||rxj,k||) +
∑
j,k

Vβ(||ryj,k||), (1.37)

where ‖·‖ is the standard Euclidean norm of vectors in the plane. The potential
function is given by

Vβ(r) =
1

2
r2 +

β

4
r4, (1.38)

Since the nonlinear term is the product of a polynomial in xj,k with the
square of the Euclidean norm, the final result is a polynomial. As a result for
the β model we have,

ẇj,k = (xj+1,k − 2xj,k + xj−1,k) + (xj,k+1 − 2xj,k + xj,k−1)

+ β
(
(xj+1,k − xj,k)3 − (xj,k − xj−1,k)

3)
+ β (xj+1,k − xj,k) (yj+1,k − yj,k)2

− β (xj,k − xj−1,k) (yj,k − yj−1,k)
2

+ β (xj,k+1 − xj,k) (yj,k+1 − yj,k)2

− β (xj,k − xj,k−1) (yj,k − yj,k−1)2

+ β
(
(xj,k+1 − xj,k)3 − (xj,k − xj,k−1)3) .

(1.39)
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The second equation of motion is given by,

żj,k = (xj+1,k − 2xj,k + xj−1,k) + (xj,k+1 − 2xj,k + xj,k−1)

+ β (xj+1,k − xj,k)2 (yj+1,k − yj,k)
− β (xj,k − xj−1,k)

2 (yj,k − yj−1,k)

+ β
(
(yj+1,k − yj,k)3 − (yj,k − yj−1,k)

3)
+ β

(
(yj,k+1 − yj,k)3 − (yj,k − yj,k−1)3)

+ β (xj,k+1 − xj,k)2 (yj,k+1 − yj,k)
− β (xj,k − xj,k−1)2 (yj,k − yj,k−1) .

(1.40)

The small-amplitude, long-wavelength limit in this case is not given by a usual
KP-II equation, but by a cubic KP-II equation, which is the case when the
nonlinearity is cubic. Formally if we seek a continuous approximation of the
form

xj+1,k − xj,k = εA
(
ε (j − t) , ε2k, ε3t

)
+ error,

and the function satisfies

2∂ξ∂τA+
1

12
∂4
ξA+ ∂2

ηA+ β ∂2
ξ

(
A3
)

= 0,

then the function satisfies the equations of motion with an error of O(ε2). A
rigorous justification of this limit is provided in chapter 6. There is a different
scaling for the continuous function in the β-model than for the α-model due to
the different nonlinearity. It should be possible to extend this to a more general
nonlinearity, with a small modification. For example one would expect that
the small-amplitude, long-wavelength limit of a FPU system with potential
function like in [31]:

Vγ(r) =
1

2
r2 +

γε2

p+ 1
rp+1,

be given by a generalized KP-II equation,

2∂ξ∂τA+
1

12
∂4
ξA+ ∂2

ηA+ γ ∂2
ξ (Ap) = 0.

1.10 Outline of Results

The goal of this thesis is to study two-dimensional variants of the FPU problem
in the small-amplitude, long-wavelength limit. In particular, our goal is to give
a rigorous justification for the KP-II equation as an approximation of the FPU
system in this limit.

In Chapter 2 we present the linear dispersion relationships of the various
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models discussed in section 1.9, and show the presence of the linear KP-II
equation. In addition, we provide formal derivations of the KP-II equation
and cubic KP-II equation in the small-amplitude, long-wavelength limits for
these models.

In Chapter 3 we review local well-posedness results for the KP-II equations
required in the study of the long-wavelength, small-amplitude results. Namely
this chapter extends the regularity in time for solutions the KP-II equation
obtained by Gallay and Schneider in [22]. This chapter also extends the reg-
ularity in time for solutions of a cubic KP-II equation, this is an extension
on the local-wellposedness result of Saut from [42]. The regularity in time of
solutions to the KP-II and cubic KP-II equations need to be improved in order
to control the second time derivatives of

∂−1
ξ A(ξ, η, τ) =

∫ ξ

−∞
A(ξ′, η, τ)dξ′,

which shows up in the residual terms of the asymptotic expansions. This
chapter also includes a review of some results by Mizumachi [35] on transverse
stability of a KP-II equation linearized around a KdV soliton.

In Chapter 4 we provide a rigorous justification of the KP-II equation as
the long-wavelength, small-amplitude limit of the two-dimensional FPU sys-
tem on a square lattice. A precise statement of our result is given in theorem
4.1. Roughly speaking our result states that if the initial conditions for a
two-dimensional FPU α-model in strain coordinates is initially ε

5
2 -close to a

sufficiently smooth, and appropriately scaled, solution of the KP-II equation,
it remains ε

5
2 -close for timescales of O(ε−3). The justification analysis will be

largely the same as the one-dimensional case considered in [43]. There are
additional difficulties in introducing the strain variables, as we will need a new
variable for both displacement in j and k. Additional book keeping will be
required since qj,k is a vector quantity here. Also, some lemmas need to be ex-
tended to two dimensions, for example in comparing the `2 norm on the lattice
with the Hs norm in R2. The asymptotic expansions also include non-local
terms, in the form of anti-derivatives of A (ξ, η, τ) , as mentioned previously.
These non-local terms complicate getting error bounds on the residual terms of
the expansion, but are handled in part with regularity assumptions of solutions
to KP-II.

In Chapter 5 we provide a rigorous justification of the presence of a KP-II
equation for the diagonal propagation of the two-dimensional FPU system.
Here we need to make a careful choice of parameters for the system, discussed
in section 1.9.2. A precise statement of our result is given in theorem 5.1.
Roughly what we prove is that, in the appropriate variables, if the system is
initially ε

5
2 -close to a collection of functions, which depend only on a solution of

the KP-II equation and its derivatives, then it remains ε
5
2 -close for time scales
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of O(ε−3). One fundamental problem that comes up with other choices of pa-
rameters is that other parameters introduce motion in the transverse direction,
which can be shown using a linear dispersion analysis. A formal expansion also
shows that instead of the KP-II equation satisfying the equations of motion to
O(ε2), it satisfies them to O(ε), which means our justification analysis would
require the introduction of a perturbed KP-II equation. Additional difficulties
include the presence of terms of the form ∂−2

ξ A in the formal expansion, for
which we’d need two derivatives in time, and it isn’t obvious that we could
prove this for solutions to the KP-II equation, or the perturbation we have
in this case. Another choice of parameters also prevents us from using the
reduction xj,k = yj,k, which is used to handle some of the nonlinear terms in
the justification analysis.

In Chapter 6 we provide a rigorous justification of the cubic KP-II equa-
tion in the small-amplitude short-wavelength limit of a two-dimensional cubic
FPU system. The result is similar to that of chapter 4, though adapted for a
cubic nonlinearity, a precise statement of the result is given in Theorem 6.1.
This chapter is very similar to Chapter 4, as the expansion did not give rise to
additional mathematical difficulties. The main differences are that the scaling
on the amplitude and the energy in energy estimates had to be modified to
accommodate the nonlinearity. The new energy estimates also grew quadrat-
ically, instead of linearly like for the α-model, so a modification had to be
made to the Gronwall lemma argument. However note that the cubic KP-II
equation is not integrable, and may display different stability properties of line
solitary waves.

In Chapter 7 we outline a proof that the KdV solitary wave converges to
a line solitary wave of the two-dimensional FPU α−model, and that solitary
waves of the FPU system are linearly stable with respect to transverse pertur-
bations, at least under flows of the FPU system linearized at a solitary wave.
A precise statement of the expected result is summarized in conjecture 7.1. In
this chapter we linearize the two-dimensional FPU system in the neighbour-
hood of a soliton of the one dimensional FPU system. In strain variables this
results in a six-by-six system, which can be block diagonalized into two three-
by-three systems. We show that the real part of the spectrum of this system
is bounded above by the real part of the spectrum of a one-dimensional FPU
system, which is known to be asymptotically stable due to work by Friesecke
and Pego [16].

In Chapter 8 we give a summary of the results obtained in the thesis. We
briefly discuss how the work in this thesis could be extended.
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Chapter 2

Formal Expansions in the KP
limit

2.1 Dispersion relation for the α-model

Computing the equations of motion from Hamiltonian (1.23), and linearizing
we get the linearized equation of motion,

ẍj,k = c2
1 (xj+1,k − 2xj,k + xj−1,k) + c2

2 (xj,k+1 − 2xj,k + xj,k−1) . (2.1)

Next we can compute the linear dispersion relation for the system (2.1) by
introducing

xj,k(t) = x̂(θ, φ) exp (i(θj + φk − ωt)) . (2.2)

We get the linear dispersion relationship

ω2 = 4c2
1 sin2

(
θ

2

)
+ 4c2

2 sin2

(
φ

2

)
(2.3)

Expanding (2.3) in power series in θ and φ gives formally

ω2 = c2
1θ

2 + c2
2φ

2 − 1

12
c2

1θ
4

− 1

12
c2

2φ
4 +O(θ6 + φ6).

(2.4)
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We suppose that that θ is of order O(ε), and φ is smaller and of order O(ε2).
Set ω = c1θ + Ω. Plugging this into equation (2.4) and collecting the leading-
order terms yields

2c1θΩ = c2
2φ

2 − c2
1

12
θ4 + h.o.t. (2.5)

Neglecting the higher order terms and taking the inverse Fourier transform of
(2.5) we get the linearized KP-II equation,

2c1∂ξ∂τX = −c2
2∂

2
ηX −

c2
1

12
∂4
ξX (2.6)

2.2 Formal Derivation of KP-II in the α−model

We start with the system (1.25)

ẍj,k = c2
1(∆jx)j,k + c2

2(∆kx)j,k + α1

[
(xj+1,k − xj,k)2 − (xj,k − xj−1,k)

2]
+ α2

[
1

2
(yj+1,k − yj,k)2 − 1

2
(yj,k − yj−1,k)

2

]
+ α2 [(xj,k+1 − xj,k) (yj,k+1 − yj,k)− (xj,k − xj,k−1) (yj,k − yj,k−1)] +O(3)

= c2
1(∆jx)j,k + c2

2(∆kx)j,k + 1 + 2 .

We can approximate the lattice equations by functions (X(ξ, η, τ), Y (ξ, η, τ)) :
R3 → R2 using the following substitutions:

xjk(t) = εX(ξ, η, τ) +O(ε3),

yjk(t) = O(ε3),

where ξ = ε(j− c1t), η = ε2k, τ = ε3t. Plugging this ansatz into the equations
of motion of the lattice we end up with the following for the time derivatives,

ẍj,k = ε3c2
1∂

2
ξX − 2c1ε

5∂ξ∂tX + ε7∂2
tX.

And expanding the finite differences in Taylor series gives

c2
1(∆jx)j,k = εc2

1(X(ξ + ε, η) +X(ξ − ε, η)− 2X(ξ, η))

= εc2
1(ε2∂2

ξX(ξ, η) +
1

12
ε4∂4

ξX(ξ, η)) +O(ε7),

c2
2(∆kx)j,k = ε(X(ξ, η + ε2) +X(ξ, η − ε2)− 2X(ξ, η))

= ε5c2
2∂

2
ηX(ξ, η) +O(ε7),

27



Ph.D. Thesis – N. Hristov McMaster University – Math and Stats

1 =α1ε
2
[
(X(ξ + ε, η)−X(ξ, η))2 − (X(ξ, η)−X(ξ − ε, η)x)2)

α2ε
2

(
1

2
ε2 (Y (ξ + ε, η)− Y (ξ, η))2 − 1

2
ε2 (Y (ξ, η)− Y (ξ − ε, η))2

]
=α1ε

5∂ξX(ξ, η)∂2
ξX(ξ, η) +O(ε7),

2 = α2ε
4
[(
X(ξ, η + ε2)−X(ξ, η)

) (
Y (ξ, η)− Y (ξ, η + ε2)

)
−
(
X(ξ, η)−X(ξ, η − ε2)

) (
Y (ξ, η)− Y (ξ, η − ε2)

)]
= O(ε9).

Bringing these together we get,

ε3c2
1∂

2
ξX − 2c1ε

5∂ξ∂tX =ε3c2
1∂

2
ξX(ξ, η) +

c2
1

12
ε5∂4

ξX(ξ, η) + c2
2ε

5∂2
ηX(ξ, η)

+ αε5∂ξX(ξ, η)∂2
ξX(ξ, η) +O(ε7).

Dividing by ε5, we see that the function X(ξ, η, τ) must solve the following
KP-II equation,

2c1∂ξ∂tX +
c2

1

12
∂4
ξX + c2

2∂
2
ηX +

α

2
∂ξ
(
(∂ξX)2) = O(ε2).

2.3 Dispersion Relation for Diagonal Propa-

gation

The linearized equations of motion (1.32) and (1.33) are given by

ẍm,n =c2 (χm,n + χm−1,n−1 − 2xm,n) + c2 (χm,n−1 + χm−1,n − 2xm,n)

χ̈m,n =c2 (xm+1,n+1 + xm,n − 2χm,n) + c2 (xm+1,n + xm,n+1 − 2χm,n)
(2.7)

To compute the dispersion relationship we introduce

xm,n(t) = x̂ (θ, φ) exp (i (θm+ φn− ωt)) ,
χm,n(t) = χ̂ (θ, φ) exp (i (θm+ φn− ωt)) .

(2.8)

Plugging the expression (2.8) into the linearized equations of motion (2.7) and
simplifying we get[

ω2 + 4c2 c2
(
1 + e−iθ−iφ + e−iθ + e−iφ

)
c2
(
1 + eiθ+iφ + eiθ + eiφ

)
ω2 + 4c2

] [
x̂
χ̂

]
= 0
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The determinant of this linear homogeneous equation must be zero. Comput-
ing the determinant yields(

ω2 + 4c2
)2 − 4c4 (1 + cos θ) (1 + cosφ) = 0 (2.9)

The dispersion relationship simplifies to,

ω2 =− 4c2 ± 2c2 ((1 + cos θ) (1 + cosφ))
1
2 . (2.10)

We will assume that θ is small, of order O(ε), and φ is smaller, and of order
O(ε2). Expanding (2.10) in Taylor series of (θ, φ), then truncating at order
O(ε4) we have

ω2 = −4c2 ± c2

(
4− 1

2
θ2 − 1

2
φ2 +

1

96
θ4

)
+O(θ6 + θ2φ2 + φ4), (2.11)

where the negative root gives the optical branch and the positive root gives
the acoustic branch of the dispersion relationship. Looking at the acoustic
branch of (2.11) we have

ω2 =
c2

2
θ2 +

c2

2
φ2 − c2

96
θ4 +O(θ6 + θ2φ2 + φ4). (2.12)

Setting ω = c√
2
θ + Ω, and plugging this into (2.12), we have

√
2cθΩ =

c2

2
φ2 − c2

96
θ4 + h.o.t., (2.13)

which in light of the inverse Fourier transform gives us

δ
∂2u

∂ξ∂τ
= −
√

2c

4

∂2u

∂η2
−
√

2c

192

∂4u

∂ξ4
(2.14)

Remark. Recall we made a choice of parameters for the diagonal propagation
case in section 1.9.2. An issue which arises for other parameters can be seen
in the linear dispersion analysis. Other choices of parameters introduce a θφ
term which appears an order lower than the terms in equation (2.13), for which
we need to introduce a small propagation in the transverse direction.
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2.4 Formal Derivation of KP Equation for Di-

agonal Propagation

In this section we will formally derive the KP-II equation in the small-amplitude,
short-wavelength limit of equations (1.32) and (1.33). For the formal deriva-
tion we will let

xm,n = εX

(
ε

(
m− c√

2
t

)
, ε2n, ε3t

)
= εX (ξ, η, τ) +O(ε2),

(2.15)

where X : R3 → R. The wave speed c√
2

is chosen to correspond to the wave
speed in the linear dispersion relationship from the section 2.3. Recall that
χm,n = xm+ 1

2
,n+ 1

2
, so that we can use the continuous approximation,

χm,n = εX

(
ε

(
m− c√

2
t

)
+
ε

2
, ε2n+

ε2

2
, ε3t

)
+O(ε2)

= εX

(
ξ +

ε

2
, η +

ε2

2
, τ

)
+O(ε2).

(2.16)

We will show that plugging this ansatz into equation (1.32), and assuming
that X satisfies an appropriate chosen KP-II equation, the εX is a good ap-
proximation of xm,n up to O(ε6). We will verify that the assumption in χ
are consistent with the system of equations (1.33), at least on the linear level,
before proceeding with a rigorous justification analysis in chapter 5.

ẍm,n =
c2

2
ε3∂2

ξX − ε5c
√

2∂ξ∂τX + ε7∂2
τX

On the right hand side of (1.32) we expand each term in Taylor series,

c2 (χm,n−1 + χm−1,n − 2xm,n) = c2
(
xm+ 1

2
,n− 1

2
+ xm− 1

2
,n+ 1

2
− 2xm,n

)
= c2

(
ε3 1

4
∂2
ξX −

ε4

2
∂ξ∂ηX +

ε5

4
∂2
ηX + ε5 1

4!

1

23
∂4
ξX − ε6 1

23

1

3!
∂3
ξ∂ηX

)
+O

(
ε7
)

c2 (χm,n + χm−1,n−1 − 2xm,n) = c2
1

(
xm+ 1

2
,n+ 1

2
+ xm− 1

2
,n− 1

2
− 2xm,n

)
= c2

(
ε3 1

4
∂2
ξX +

ε4

2
∂ξ∂ηX +

ε5

4
∂2
ηX + ε5 1

4!

1

23
∂4
ξX + ε6 1

23

1

3!
∂3
ξ∂ηX

)
+O

(
ε7
)
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(χm,n− xm,n)2 − (xm,n − χm−1,n−1)2 =
(
xm+ 1

2
,n+ 1

2
− xm,n

)2

−
(
xm,n − xm− 1

2
,n− 1

2

)2

=

(
1

2
ε2∂ξX +

1

2
ε3∂ηX +

1

8
ε3∂2

ξX +
ε4

48
∂3
ξX +

ε4

8
∂ξ∂ηX +O(ε5)

)2

−
(

1

2
ε2∂ξX +

1

2
ε3∂ηX −

1

8
ε3∂2

ξX +
ε4

48
∂3
ξX −

ε4

8
∂ξ∂ηX +O(ε5)

)2

=ε5

(
1

4
∂ξX∂

2
ξX

)
+ ε6

(
1

4
∂ηX∂

2
ξX +

1

4
∂ξX∂ξ∂ηX

)
+O(ε7)

(χm,n−1− xm,n)2 − (xm,n − χm−1,n)2 =
(
xm+ 1

2
,n− 1

2
− xm,n

)2

−
(
xm,n − xm− 1

2
,n+ 1

2

)2

=

(
1

2
ε2∂ξX −

1

2
ε3∂ηX +

1

8
ε3∂2

ξX +
ε4

48
∂3
ξX −

ε4

8
∂ξ∂ηX +O(ε5)

)2

−
(

1

2
ε2∂ξX −

1

2
ε3∂ηX −

1

8
ε3∂2

ξX +
ε4

48
∂3
ξX +

ε4

8
∂ξ∂ηX +O(ε5)

)2

=ε5

(
1

4
∂ξX∂

2
ξX

)
− ε6

(
1

4
∂ηX∂

2
ξX +

1

4
∂ξX∂ξ∂ηX

)
+O(ε7)

Bringing all expansions to equation (1.32) and dividing by ε5 yields the fol-
lowing equation

c
√

2∂ξ∂τX +
c2

96
∂4
ξX +

c2

2
∂2
ηX +

α

2
∂ξ
(
(∂ξX)2) = O(ε2) (2.17)

2.5 Derivation of the Cubic KP Equation for

β-model

For the formal expansion in the cubic case we will first introduce the following
strain variables:

u
(1)
j,k = xj+1,k − xj,k,

u
(2)
j,k = xj,k+1 − xj,k,

v
(1)
j,k = yj+1,k − yj,k,

v
(2)
j,k = yj,k+1 − yj,k,

(2.18)

and the second order finite difference operators ∆jxj,k = xj+1,k−2xj,k +xj−1,k

and ∆kxj,k = xj,k+1 − 2xj,k + xj,k−1.
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From (1.39) we can write the equation of motion

ü
(1)
j,k =ẍj+1,k − ẍj,k

=∆j

(
u

(1)
j,k

)
+ ∆k

(
u

(1)
j,k

)
+ β∆j

((
u

(1)
j,k

)3
)

+ β

((
u

(2)
j+1,k

)3

−
(
u

(2)
j+1,k−1

)3

−
(
u

(2)
j,k

)3

+
(
u

(2)
j,k−1

)3
)

+ β∆j

((
u

(1)
j,k

)(
v

(1)
j,k

)2
)

+ β

((
u

(2)
j+1,k

)(
v

(2)
j+1,k

)2

−
(
u

(2)
j+1,k−1

)(
v

(2)
j+1,k−1

)2

−
(
u

(2)
j,k

)(
v

(2)
j,k

)2

+
(
u

(2)
j,k−1

)(
v

(2)
j,k−1

)2
)

(2.19)

We set

u
(1)
j,k = εU +O(ε2),

u
(2)
j,k = ε2Ũ +O(ε3),

v
(1)
j,k = ε2V +O(ε3),

v
(2)
j,k = ε2Ṽ +O(ε3),

(2.20)

and, ξ = ε (j − t) , η = ε2k, τ = ε3t. Expanding the left hand side we have

ü
(1)
j,k = ε3∂2

ξU − 2ε5∂ξ∂τU + ε7∂2
τU.

Expanding the right hand side we have,

∆j

(
u

(1)
j,k

)
= ε3∂2

ξU + ε5 1

12
∂4
ξU +O(ε7),

∆k

(
u

(1)
j,k

)
= ε5∂2

ξU +O(ε7),

β∆j

((
u

(1)
j,k

)3
)

= ε5∂2
ξ

(
U3
)

+O(ε7),

β∆j

((
u

(1)
j,k

)(
v

(1)
j,k

)2
)

= O(ε7),

32



Ph.D. Thesis – N. Hristov McMaster University – Math and Stats

β

((
u

(2)
j+1,k

)3

−
(
u

(2)
j+1,k−1

)3
)

= O(ε8),

β

(
−
(
u

(2)
j,k

)3

+
(
u

(2)
j,k−1

)3
)

= O(ε8),

β

((
u

(2)
j+1,k

)(
v

(2)
j+1,k

)2

−
(
u

(2)
j,k

)(
v

(2)
j,k

)2
)

= O(ε7),

β

((
u

(2)
j,k−1

)(
v

(2)
j,k−1

)2
)
−
(
u

(2)
j+1,k−1

)(
v

(2)
j+1,k−1

)2

= O(ε7).

Dividing through by ε5 we see that U(ξ, η, τ) must satisfy the following cubic
KP-II equation,

2∂ξ∂τU +
1

12
∂4
ξU + ∂2

ηU + β ∂2
ξ

(
U3
)

= O(ε2). (2.21)
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Chapter 3

Properties of the KP-II
Equation

3.1 Well-Posedness for the KP-II Equation

Well-posedness of the KP-II equation

2∂τA+ ∂ξ
(
A2
)

+ ∂3
ξA+ ∂−1

ξ ∂2
ηA = 0. (3.1)

has been thoroughly studied. Bourgain has established that the equation is
globally well posed for initial data in Hs (T2) or Hs (R2) for s ≥ 0 in [6],
provided that the initial data satisfies

∫
R u (ξ, η, 0) dξ = 0 for every η. The

result was proven by combining local well-posedness and conservation laws,
namely conservation of the L2 norm.

In [46] Tzvetkov shows that the local well-posedness result can be extended
to Sobolev spaces of the type Hs1,s2 (R2), with s1 > −1

4
, s2 ≥ 0, the global

result can be obtain by conservation laws again provided that s1 ≥ 0. In [45]
Takaoka shows that the zero mean constraint can be dropped in the local-
wellposedness result.

Since we require some regularity of the local solutions in time, we will be
building on the local well-posedness result by S. Ukai [47], which was extended
by Gallay and Schneider[22].

Theorem 3.1 ([22][47]). Let s ≥ 0. For any A0 ∈ Hs+6 (R2) such that
∂−2
ξ ∂2

ηA0 ∈ Hs+6 (R2), there exists τ0 > 0 such that the KP-II equation (3.1)
has a unique solution

A ∈ C0
(
[−τ0, τ0] , Hs+6

)
∩ C1

(
[−τ0, τ0] , Hs+3

)
∩ C2 ([−τ0, τ0] , Hs) ,

and ∂−1
ξ ∂ηA ∈ C1

(
[−τ0, τ0] , Hs+2

)
,

with initial data A (·, ·, 0) = A0.
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In the next section we will extend this result so that we have a solution in
C3 ([−τ0, τ0] , Hs).

In chapter 6 we study the β-model for FPU in two dimensions, the limit
for which is a cubic KP-II equation. The cubic KP-II equation in chapter 6
takes the form

∂τA+
1

3
∂ξ
(
A3
)

+ ∂3
ξA+ ∂−1

ξ ∂2
ηA = 0. (3.2)

We will require the same regularity for equation (3.2) as we do for (3.1).
The well-posedness of Cauchy problem for the generalized KP equations is
established by J.C. Saut in [42], which for the cubic KP-II equation (3.2) is
given in the following theorem.

Theorem 3.2 ([42]). Let s ≥ 0, and A0 be a function such that A0 ∈
Hs+3(R2), ∂−1

ξ A0 ∈ Hs+3(R2) and ∂−2
ξ ∂2

ηA0 ∈ L2(R2),. Then there exists a
τ0 > 0 such that the cubic KP − II equation (3.2) has a unique solution

A ∈ C0
(
[−τ0, τ0] , Hs+3

)
∩ C1 ([−τ0, τ0] , Hs)

and ∂−1
ξ ∂ηA ∈ C1

(
[−τ0, τ0] , Hs+2

)
,

with initial data A (·, ·, 0) = A0.

The goal of section 3.3 is to extend this result to the appropriate regularity.

3.2 Extended Results on the Well-Posedness

of the KP-II Equation

The next lemma will allow for control of the L2 norm of terms of the form
∂−1
ξ ∂2

τA, where A is a solution to the KP-II equation (3.1). These terms arise

in the Taylor remainder of ResW , which will be dealt with rigorously in section
4.3.

Beyond just existence and uniqueness of solutions to the associated KP-II
equation we will require that the antiderivative term ∂−1

ξ A as a function of τ is
not only continuous, but is twice continuously differentiable, in some Sobolev
space. Theorem 3.1, of Gallay-Schneider [22], gives us that as a function
of τ the antiderivative term is once continuously differentiable. Our goal is,
given some additional constraints on the initial data, to extend this result
to C3, which by taking two time derivatives of (3.1) will give us that the
antiderivative term is in the appropriate space.

Lemma 3.1. Let s ≥ 0. For any A0 ∈ Hs+9 (R2) such that ∂−2
ξ ∂2

ηA0 ∈
Hs+9 (R2) and ∂−1

ξ ∂2
η

[
∂−2
ξ ∂2

ηA(0) + A(0)2
]
∈ Hs+2 (R2) then there exists some
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τ0 > 0 such that the KP-II equation given by

2∂τA+ ∂ξ
(
A2
)

+ ∂3
ξA+ ∂−1

ξ ∂2
ηA = 0 (3.3)

has a unique solution with

A ∈ C0
(
[−τ0, τ0] , Hs+9

)
∩C1

(
[−τ0, τ0] , Hs+6

)
∩C2

(
[−τ0, τ0] , Hs+3

)
∩C3 ([−τ0, τ0] , Hs) ,

moreover
∂−1
ξ ∂2

η∂
2
τA ∈ C0 ([−τ0, τ0] , Hs) .

Proof. Setting D = ∂−2
ξ ∂2

ηA, where A solves the KP-II equation (3.1). By

theorem 3.1, since the initial data satisfies any A0 ∈ Hs+9 (R2) and ∂−2
ξ ∂2

ηA0 ∈
Hs+9 (R2), the KP-II equation has a solution with A ∈ C0 ([−τ0, τ0] , Hs+9) ∩
C1 ([−τ0, τ0] , Hs+6) ∩ C2 ([−τ0, τ0] , Hs+3) and ∂−1

ξ ∂ηA ∈ C1 ([−τ0, τ0] , Hs+5).
Taking ∂2

η (·) of the KP-II equation (3.1) we get

2∂2
ξ∂τD + ∂ξ∂

2
η

(
A2
)

+ ∂5
ξD + ∂ξ∂

2
ηD = 0

If we introduce D̃ = D + A2 we can rewrite the above as

2∂2
ξ∂τD̃ + ∂5

ξ D̃ + ∂ξ∂
2
ηD̃ −

(
2∂2

ξ∂τ
(
A2
)

+ ∂5
ξ

(
A2
))

= 0

Taking ∂−2
ξ (·) of the above equation yields the evolution equation

∂τD̃ +
1

2
∂3
ξ D̃ +

1

2
∂−1
ξ ∂2

ηD̃ −
(
∂τ
(
A2
)

+
1

2
∂3
ξ

(
A2
))

= 0

Defining S(τ) = eτΩ where Ω = 1
2

(
∂−1
ξ ∂2

η + ∂3
ξ

)
, note that S (τ) is unitary in

L2. Using Duhamel’s principle we can write the above PDE in integral form
as

D̃ (τ) = S(τ)D̃ (0) +

∫ τ

0

S(τ − s)
(
∂s
(
A2
)

+
1

2
∂3
ξ

(
A2
))

ds.

Expressing back D = D̃−A gives us an integral equation for D(τ) of the form

D (τ) = S(τ)D̃ (0)− A(τ)2 +

∫ τ

0

S(τ − s)
(
∂s
(
A2
)

+
1

2
∂3
ξ

(
A2
))

ds.
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Taking the time derivative, rewriting d
dτ
S(τ − s) = − d

ds
S(τ − s), we get

∂τD(τ) =− S(τ)ΩD̃(0) + S(τ)

(
2A(0)∂τA(0) +

1

2
∂3
ξ

(
A2(0)

))
− 2A∂τA(τ) +

∫ τ

0

S (τ − s) ∂3
ξ

(
A(s)

d

ds
(A(s))

)
ds

+ 2

∫ τ

0

S (τ − s) d

ds

(
A(s)

d

ds
(A(s))

)
ds.

Since by assumption ΩD̃(0) ∈ Hs+2, then we have thatD′(τ) ∈ C0 ([−τ0, τ0] , Hs+2).
We compute ∂3

τA below:

∂τA = −1

2

(
∂ξ
(
A2
)

+ ∂3
ξA+ ∂−1

ξ ∂2
ηA
)

∂2
τA = −1

2

(
2∂ξ (AAτ ) + ∂3

ξAτ + ∂−1
ξ ∂2

ηAτ
)

∂3
τA = −1

2

(
2∂ξ
(
(Aτ )

2 + AAττ
)

+ ∂3
ξAττ + ∂−1

ξ ∂2
ηAττ

)
Since A ∈ C0 ([−τ0, τ0] , Hs+9) ∩ C1 ([−τ0, τ0] , Hs+6) ∩ C2 ([−τ0, τ0] , Hs+3), by
theorem 3.1, then all but the last term in ∂3

τA are in C0 ([−τ0, τ0] , Hs). We
check the final term

∂−1
ξ ∂2

η∂
2
τA = −1

2

(
2∂2

η (A∂τA) + ∂2
ξ∂

2
η∂τA+ ∂−2

ξ ∂4
η∂τA

)
= −1

2

(
2∂2

η (A∂τA) + ∂2
ξ∂

2
η∂τA+ ∂2

η∂τD(τ)
)
,

which is in C0 ([−τ0, τ0] , Hs), and the result follows.

Note, equation (3.3) differs slightly from (4.3), in the choice of constants.
This is because the constants in the KP-II equation can be changed, as long as
each constant is positive, through a scaling of the variables, and the argument
involves less bookkeeping without having to carry through the constants in
equation (4.3).
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3.3 Extended results on well-posedness of the

cubic KP-II equation

The following lemma is a direct generalization of a lemma in [22], and builds
on the well-posedness result from [42].

Lemma 3.2. Let s ≥ 0. For any A0 ∈ Hs+6 (R2) such that ∂−2
ξ ∂2

ηA0 ∈
Hs+6 (R2), there exists a τ0 > 0 such that the cubic cKP-II equation (6.3) has
a unique solution

A ∈ C0
(
[−τ0, τ0] , Hs+6

)
∩ C1

(
[−τ0, τ0] , Hs+3

)
∩ C2 ([−τ0, τ0] , Hs)

∂−1
ξ ∂ηA ∈ C0

(
[−τ0, τ0] , Hs+2

) (3.4)

Proof. Setting B = ∂−1
ξ ∂ηA we write the cubic KP equation as the equivalent

system
∂τA+ A2∂ξA+ ∂3

ξA+ ∂ηB = 0, ∂ηA = ∂ξB. (3.5)

By a result by J.C. Saut [42] the system (3.5) has a solution with A ∈
C0 ([−τ0, τ0] , Hs+6) ∩ C1 ([−τ0, τ0] , Hs+3), B ∈ C0 ([−τ0, τ0] , Hs+5). Intro-
ducing the operator Ω = ∂3

ξ + ∂−1
ξ ∂2

η we can write B(ξ, η, τ), using Duhamel’s
principle,

B(ξ, η, τ) = exp (Ωτ)B0 −
1

3

∫ τ

0

exp (Ω (τ − s)) ∂η
(
A3
)
ds.

Taking a derivative in τ , since ΩB0 ∈ H3 by hypothesis, we see that B ∈
C1 ([−τ0, τ0] , Hs+2). Taking a derivative in τ of (3.4) we see thatA ∈ C2 ([−τ0, τ0] , Hs)
as well.

The following lemma ensures that for a solution to the cubic KP-II equation
(3.2) we have three time derivatives of A and two time derivatives of the
antiderivative term ∂−1

ξ A in an appropriate Sobolev space. In chapter 6 these
terms come appear in the asymptotic expansions necessary to justify the cubic
KP-II equation in the small-amplitude long-wavelength limit of the β-model.

Lemma 3.3. Let s ≥ 0. For any A0 ∈ Hs+9 (R2) such that ∂−2
ξ ∂2

ηA0 ∈
Hs+9 (R2) and ∂−1

ξ ∂2
η

[
∂−2
ξ ∂2

ηA(0) + A(0)2
]
∈ Hs+2 (R2) then there exists some

τ0 > 0 such that the cKP-II equation (6.3) has a unique solution with

A ∈ C0
(
[−τ0, τ0] , Hs+9

)
∩C1

(
[−τ0, τ0] , Hs+6

)
∩C2

(
[−τ0, τ0] , Hs+3

)
∩C3 ([−τ0, τ0] , Hs) ,

moreover
∂−1
ξ ∂2

η∂
2
τA ∈ C0 ([−τ0, τ0] , Hs) .
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Proof. Setting D = ∂−2
ξ ∂2

ηA, where A solves the KP-II equation (6.3). By

theorem 3.1, since the initial data satisfies any A0 ∈ Hs+9 (R2) and ∂−2
ξ ∂2

ηA0 ∈
Hs+9 (R2), the KP-II equation has a solution with A ∈ C0 ([−τ0, τ0] , Hs+9) ∩
C1 ([−τ0, τ0] , Hs+6) ∩ C2 ([−τ0, τ0] , Hs+3) and ∂−1

ξ ∂ηA ∈ C1 ([−τ0, τ0] , Hs+5).
Taking ∂2

η (·) of the KP-II equation (3.1) we get

∂2
ξ∂τD + ∂ξ∂

2
η

(
A3
)

+ ∂5
ξD + ∂ξ∂

2
ηD = 0

If we introduce D̃ = D + A3 we can rewrite the above as

∂2
ξ∂τD̃ + ∂5

ξ D̃ + ∂ξ∂
2
ηD̃ −

(
2∂2

ξ∂τ
(
A3
)

+ ∂5
ξ

(
A3
))

= 0

Taking ∂−2
ξ (·) of the above equation yields the evolution equation

∂τD̃ +
1

2
∂3
ξ D̃ +

1

2
∂−1
ξ ∂2

ηD̃ −
(
∂τ
(
A3
)

+
1

2
∂3
ξ

(
A3
))

= 0

The remainder of the proof is similar to lemma 3.1.

3.4 Stability of line solitons in the KP-II equa-

tion

As a part of a larger result on the stability of line solitons for the KP-II
equation in R2 in [35], Mizumachi studied the stability of the KP-II equation
linearized near a solitary wave of the KdV equation. Specifically they looked
at the KP-II equation

∂ξ
(
∂τu+ ∂3

ξu+ 3∂ξ (u)2)+ 3∂2
ηu = 0, (3.6)

for τ > 0, and (x, y) ∈ R2. Looking for a solution of the form u(ξ, η, τ) =
φ(ξ − 4τ) + U(ξ − 4τ, η, τ), where φ(x) is the solitary wave solution of the
associated KdV equation, and linearizing the KP-II equation around U = 0
yields the linearized KP-II equation

∂τU = LMU, LMU = −∂3
ξU + 4∂ξU − 3∂−1

ξ ∂2
ηU − 6∂ξ (φU) (3.7)

Taking a Fourier transform in η gives the operator

LM(η̂)U = −∂3
ξU + 4∂ξU − 3η̂2∂−1

ξ U − 6∂ξ (φU) . (3.8)

It was known since the work of V. Zakharov [49] and S. Burtsev [7] that the
spectral stability problem LMu = λu has a pair of resonant modes, which are
exponentially decaying as ξ → +∞ but exponentially growing as ξ → −∞.
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The rest of the continuous spectrum is located for λ ∈ iR. Mizumachi [35]
analyzed the resonant modes and the spectral projections in the exponentially
weighted spaces in order to obtain linearized stability of the line solitions in
the KP-II equation.

The space studied in the stability result is L2
a(R2) = {g | eaxg ∈ L2(R2)},

endowed with the norm ‖eaxg‖L2 . The resonant modes are functions g(·, η̂) ∈
L2
a (R) of the form

{
g(ξ, η̂)eiηη̂

}
such that g is a solution to LM(η̂)u = λu. The

expectation is that the continuous spectrum is contained in the left complex
half plane, with a pair of isolated eigenvalues for resonant modes.

Lemma 3.4. Let η̂ ∈ R \ {0}, λ(η̂) = 4iη̂
√

1 + iη̂ and

g(ξ, η̂) = − i

2η̂
√

1 + iη̂
∂2
ξ

(
e−
√

1+iη̂ξ sech ξ
)
,

g∗(ξ, η̂) = ∂ξ

(
e
√

1−iη̂ξ sech ξ
)
.

Then
LM(η̂)g(ξ,±η̂) = λ(±η̂)g(ξ,±η), (3.9)

L∗M(η̂)g∗(ξ,±η̂) = λ(±η̂)g∗(ξ,±η), (3.10)∫
R
g(ξ, η̂)g∗(ξ, η̂)dξ = 1,

∫
R
g(ξ, η̂)g∗(ξ,−η̂)dξ = 0. (3.11)

Here L∗M is the adjoint operator of LM , i.e. 〈LMf, g〉 = 〈f,L∗Mg〉, for f ∈ H3
a ,

g ∈ L2
a, and 〈·, ·〉 denotes the L2

a inner product. g∗ denotes eigenfunctions of
the adjoint operator L∗M .

To resolve the singularity of g(ξ, η̂) and the degeneracy of g∗(ξ, η̂) the res-
onant modes were decomposed by defining

g1(ξ, η̂) = g(ξ, η̂) + g(ξ,−η̂), g2(ξ, η̂) = iη̂ [g(ξ, η̂)− g(ξ,−η̂)] ,

g∗1(ξ, η̂) =
1

2
[g(ξ, η̂) + g(ξ,−η̂)] , g∗2(ξ, η̂) =

i

2η̂
[g∗(ξ, η̂)− g∗(ξ,−η̂)] .

The essential spectrum of the linearized KP-II operator in L2
a is given in the

following lemma

Lemma 3.5. Define the Fourier symbol p(ξ̂, η̂) = ξ̂3 + 4ξ̂ − 3 η̂
2

ξ̂
, and ν(η̂) =

Re β(η̂)− 1. Let a ∈ (0, 2) and η∗ be a positive number satisfying ν(η∗) = a.

1. If η̂ ∈ (−η∗, η∗), then L(η̂) has no eigenvalue other than λ(±η̂) and

σ(L(η̂)) = {λ(±η̂)} ∪ {ip(ξ̂ + ia, η̂)|ξ̂ ∈ R}.
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2. If η̂ ∈ R \ [−η∗, η∗], then

σ(L(η̂)) = {ip(ξ̂ + ia, η̂)|ξ̂ ∈ R}.
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Figure 3.6: Plot of of the essential spectrum of L(η̂) when a = 1.35, η̂ = 1 for
which η∗ ≈ 10 satisfies ν(η∗) = a.

The projection onto the low frequency resonant modes is given by

P0(η̂0)f(ξ, η) =
1

2π

∑
k=1,2

∫ η̂0

−η̂0
ak(η̂)gk(ξ, η̂)eiη̂ηdη̂,

where,

ak(η̂) =
√

2π

∫
R

(Fηf) (ξ, η̂) ¯g∗k(ξ, ˆ)ηdξ.

Let 0 < η̂1 ≤ η̂2 ≤ ∞, P1(η̂1, η̂2) and P2(η̂1, η̂2) are the projections defined by

P1(η̂1, η̂2)u(ξ, η) =
1

2π

∫
η̂1≤|η̂|≤η̂2

∫
R
u(ξ, η1)eiη̂(η−η1)dη1dη̂,
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P2(η̂1, η̂2) = P1(0, η̂2)− P0(η̂1).

Here P2(η̂1, η̂2) is the projection onto the low frequency non-resonant modes.
Mizumachi then proves that solutions projected on the non-resonant modes
decay exponentially as t→∞, which is summarized in the following lemma,

Lemma 3.6. Let a ∈ (0, 2) and η̂1 be a positive number satisfying ν(η̂1) < a.
Then there exists positive constants K and b such that for any η̂0 ∈ (0, η̂1],
f ∈ X = L2(R2; e2aξdξdη) and t ≥ 0,∥∥etLMP2(η̂0,∞)f

∥∥
x
≤ K

(
η̂−1

0 eReλ(η̂0)t + e−bt
)
‖f‖X .
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Chapter 4

KP-II limit of 2D-FPU

4.1 Formulation and Main Result

The goal of this chapter is to study the behaviour of the two-dimensional
Fermi-Pasta-Ulam (FPU) lattices in the small-amplitude, long-wave limit. We
will give rigorous justification of the Kadomtsev-Petviashvili (KP-II) equation
arising in this limit, in analogy with the Korteweg-de Vries (KdV) equation
in the one-dimensional case. We will work with the α model of the two-
dimensional FPU system on a square lattice, as described in Section 1.9.1. The
position of a particle is given by (xj,k, yj,k) ∈ R2 with velocities (wj,k, zj,k) =
(ẋj,k, ẏj,k), where (j, k) ∈ Z2. The energy is given by:

H =
1

2

∑
j,k

(
w2
j,k + z2

j,k

)
+
∑
j,k

Vh (xj+1,k − xj,k, yj+1,k − yj,k)

+
∑
j,k

Vv (xj,k+1 − xj,k, yj,k+1 − yj,k) ,

where, the two potential functions Vh and Vv are given by (1.24).
Introducing the strain variables,

u
(1)
j,k = xj+1,k − xj,k,

u
(2)
j,k = xj,k+1 − xj,k,

v
(1)
j,k = yj+1,k − yj,k,

v
(2)
j,k = yj,k+1 − yj,k,
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we can rewrite the Hamiltonian as

H =
1

2

∑
j,k

(
w2
j,k + z2

j,k

)
+
∑
j,k

Vh(u
(1)
j,k , v

(1)
j,k ) + Vv(u

(2)
j,k , v

(2)
j,k ). (4.1)

As shown in section 2.2, using an asymptotic multi-scale expansion of the
form

u
(1)
j,k = ε2A

(
ε (j − c1t) , ε

2k, ε3t
)

+ error, (4.2)

yields a KP-II equation

2c1∂ξ∂τA+
c2

1

12
∂4
ξA+ 2α∂ξ (A∂ξA) + c2

2∂
2
ηA = 0, (4.3)

where ξ = ε (j − c1t) , η = ε2k, τ = ε3t, c2
1, c

2
2 ≥ 1.

We define the anti-derivative of a function u ∈ Hs (R2) by

∂−1
ξ u =

∫ ξ

−∞
u(ξ′, η)dξ′.

We are looking for solutions to the KP-II equation, for which both u ∈ Hs (R2)
and ∂−1

ξ u ∈ Hs (R2). We will require that the solution has enough regularity

so that ∂−1
ξ ∂2

τA ∈ C ([−τ0, τ0] , Hs (R2)). This modification of arguments from
[22] is presented in lemma 3.1 which is proven in Section 3.2, and built on
results discussed in Section 3.1. Due to lemma 3.1 we will require more strin-
gent constraints on the initial data, which are summarized in the statement of
theorem 4.1.

Given a solution to the KP-II equation (4.3), we define

Wε = −c1A+ ε
c1

2
∂ξA+ ε2

(
∂−1
ξ ∂τA−

c1

12
∂2
ξA
)
− ε3 1

2
∂τA (4.4)

and

Uε = ε∂−1
ξ ∂ηA− ε2 1

2
∂ηA+ ε3

(
1

2
∂−1
ξ ∂2

ηA+
1

12
∂η∂ξA

)
. (4.5)

The following theorem presents the main result of this chapter.

Theorem 4.1. Let A ∈ C0 ([−τ0, τ0] , H9 (R2)) be a solution to the KP-II
equation (4.3), whose initial data satisfies

A(ξ, η, 0) = A0 ∈ H9
(
R2
)

such that
∂−2
ξ ∂2

ηA0 ∈ H9
(
R2
)
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and
∂−1
ξ ∂2

η

[
∂−2
ξ ∂2

ηA0 + A2
0

]
∈ H2

(
R2
)
.

Then there are constants C0, C1, ε0 > 0 such that for ε ∈ (0, ε0] if the initial
conditions of the two-dimensional FPU system satisfies∥∥∥u(1)

in − ε2A (ξ, η, 0)
∥∥∥
`2

+
∥∥∥u(2)

in − ε2Uε (ξ, η, 0)
∥∥∥
`2

+
∥∥win − ε2Wε (ξ, η, 0)

∥∥
`2

+
∥∥∥v(1)

in

∥∥∥
`2

+
∥∥∥v(2)

in

∥∥∥
`2

+ ‖zin‖`2 ≤ C0ε
2+ 1

2

(4.6)

then the solution to the two-dimensional FPU system satisfies∥∥u(1) − ε2A (ξ, η, t)
∥∥
`2

+
∥∥u(2) − ε2Uε (ξ, η, t)

∥∥
`2

+
∥∥w − ε2Wε (ξ, η, t)

∥∥
`2

+
∥∥v(1)

∥∥
`2

+
∥∥v(2)

∥∥
`2

+ ‖z‖`2 ≤ C1ε
2+ 1

2 ,
(4.7)

for t ∈ [−τ0ε
−3, τ0ε

−3].

Remark. Extending this result to ε
7
2 is difficult as the next order of the asymp-

totic expansion has terms which are not removed by seeking solutions to
the KP-II alone. They could be removed by seeking a function of the form
A (ξ, η, τ) = A0 (ξ, η, τ) + ε2A1 (ξ, η, τ), where A0 solves the KP-II equation
(4.3) and A1 solves an appropriately chosen linearized version of KP-II. How-
ever the linearized version is a nonhomogeneous linear PDE, where the non-
homogeneous piece contains higher order antiderivative terms of A0 which is
not controlled by lemma 3.1.

Remark. As discussed in chapter 1, a strongly anisotropic version of FPU was
studied. [10] One distinction is that the KP limit in this model uses the scaling
η = εk. With this scaling the comparison between the `2 norm and the Sobolev
norm would lose us only ε−1, whereas the scaling needed for our model loses
ε−

3
2 . Performing the justification analysis on a version of [10] should also yield

KP-II solutions which are ε3-close rather than ε
5
2 -close to the FPU system.
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4.2 Preliminary Results

The dynamics of the 2D FPU system in the strain variables is described by
equations of motion:

u̇
(1)
j,k =wj+1,k − wj,k,

u̇
(2)
j,k =wj,k+1 − wj,k,

v̇
(1)
j,k =zj+1,k − zj,k,

v̇
(2)
j,k =zj,k+1 − zj,k,

ẇj,k =c2
1

(
u

(1)
j,k − u

(1)
j−1,k

)
+ c2

2

(
u

(2)
j,k − u

(2)
j,k−1

)
+ α1

[(
u

(1)
j,k

)2

−
(
u

(1)
j−1,k

)2
]

+ α2

[
u

(2)
j,kv

(2)
j,k − u

(2)
j,k−1v

(2)
j,k−1 +

1

2

(
v

(1)
j,k

)2

− 1

2

(
v

(1)
j−1,k

)2
]

żj,k =c2
1

(
v

(2)
j,k − v

(2)
j,k−1

)
+ c2

2

(
v

(1)
j,k − v

(1)
j−1,k

)
+ α1

[(
v

(2)
j,k

)2

−
(
v

(2)
j,k−1

)2
]

+ α2

[
u

(1)
j,kv

(1)
j,k − u

(1)
j−1,kv

(1)
j−1,k +

1

2

(
u

(2)
j,k

)2

− 1

2

(
u

(2)
j,k−1

)2
]

(4.8)

Let us use the following decomposition,

u
(1)
j,k = ε2A (ξ, η, τ) + ε2U

(1)
j,k

u
(2)
j,k = ε2Uε (ξ, η, τ) + ε2U

(2)
j,k

v
(1)
j,k = ε2V

(1)
j,k

v
(2)
j,k = ε2V

(2)
j,k

wj,k = ε2Wε (ξ, η, τ) +ε2Wj,k

zj,k = ε2Zj,k

(4.9)

where ξ = ε (j − c1t) , η = ε2k, τ = ε3t, (j, k) ∈ Z2. Here A (ξ, η, τ) is a
suitable solution to the KP-II equation (4.3). Uε and Wε are a pair of ε-
dependent functions, which will allow us to eliminate lower order terms in
ε arising from time derivatives and finite differences of A in the equations of
motion. Neglecting the error terms, Wj,k, U

(1)
j,k , and rewriting the first equation

of (4.8) using the decomposition (4.9) we end up with the ε-dependent function
Wε(ξ, η, τ) satisfying the equality
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Wε (ξ + ε, η)−Wε (ξ, η) = −εc1∂ξA+ ε3∂τA. (4.10)

We look for an approximate solution to (4.10) up to and including order
O(ε3),

Wε = W (0) + εW (1) + ε2W (2) + ε3W (3), (4.11)

with the functions W (j) decaying to zero as ξ, η go to infinity. Plugging equa-
tion (4.11) into (4.10), expanding each W (j) in Taylor series, we get:

ε∂ξW
(0) + ε2 1

2
∂2
ξW

(0) + ε3 1

6
∂3
ξW

(0) + ε4 1

24
∂4
ξW

(0)

+ε2∂ξW
(1) + ε3 1

2
∂2
ξW

(1) + ε4 1

6
∂3
ξW

(1) + ε3∂ξW
(2)

+ε4 1

2
∂2
ξW

(2) + ε4∂ξW
(3) +O(ε5) = −εc1∂ξA+ ε3∂τA.

(4.12)

Grouping terms by order in ε yields a sequence of equations with their
relevant solutions:

O(ε) : ∂ξW
(0) = −c1∂ξA

=⇒ W (0) = −c1A

O(ε2) :
1

2
∂2
ξW

(0) + ∂ξW
(1) = 0

=⇒ W (1) =
c1

2
∂ξA

O(ε3) :
1

6
∂3
ξW

(0) +
1

2
∂2
ξW

(1) + ∂ξW
(2) = ∂τA

=⇒ W (2) = ∂−1
ξ ∂τA−

c1

12
∂2
ξA

O(ε4) :
1

24
∂4
ξW

(0) +
1

6
∂3
ξW

(1) +
1

2
∂2
ξW

(2) + ∂ξW
(3) = 0

=⇒ W (3) = −1

2
∂τA.

(4.13)

With the choice in (4.13), this construction ensures that terms in (4.10)
will vanish up to and including order O(ε4), we will later control the error on
this approximation by an application of Taylor’s theorem. Note that (4.10)
with the choice in (4.13) yields (4.4).

We can similarly rewrite the second equation of (4.8) and neglect the error
terms to end up with the following equation for a second ε−dependant function
Uε(ξ, η, τ),
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Wε

(
ξ, η + ε2

)
−Wε (ξ, η) = −εc1∂ξUε + ε3∂τUε. (4.14)

Here Wε is defined by the expansion (4.11) with the choice in (4.13). We
look for an approximate solution to (4.14) up to and including order O(ε3),
which takes the form,

Uε = εU (1) + ε2U (2) + ε3U (3). (4.15)

Plugging the approximate solution (4.15) into the right hand side of (4.14) we
get:

−εc1∂ξUε + ε3∂τUε =ε2
(
−c1∂ξU

(1)
)

+ ε3
(
−c1∂ξU

(2)
)

+ ε4
(
−c1∂ξU

(3) + ∂τU
(1)
)

+O(ε5)
(4.16)

Using the approximate solution (4.11) and expanding the left hand side of the
equation in Taylor series,

Wε

(
ξ, η + ε2

)
−Wε (ξ, η) = ε2∂ηW

(0) + ε3∂ηW
(1)

+ ε4

(
∂ηW

(2) +
1

2
∂2
ηW

(0)

)
+O(ε5)

(4.17)

Now we match orders of ε, and using the values for Wε found in (4.13), we
get,

O(ε2) : −c1∂ηU = ∂ηW
(0) = −c1∂ξU

(1)

=⇒ U (1) = ∂−1
ξ ∂ηA

O(ε3) :
c1

2
∂ξ∂ηU = ∂ηW

(1) = −c1∂ξU
(2)

=⇒ U (2) = −1

2
∂ηA

O(ε4) : ∂ηW
(2) +

1

2
∂2
ηW

(0) = −c1∂ξU
(3) + ∂τU

(1)

=⇒ U (3) =
1

2
∂−1
ξ ∂2

ηA+
1

12
∂η∂ξA

(4.18)

Substituting (4.18) into (4.15) yields (4.5).
Substituting decomposition (4.9) into the equations of motion (4.8) we get

evolution equations for the error term.

U̇
(1)
j,k = Wj+1,k −Wj,k +ResU

(1)

j,k ,

U̇
(2)
j,k = Wj,k+1 −Wj,k +ResU

(2)

j,k ,
(4.19)
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where

ResU
(1)

j,k (t) = c1ε∂ξA− ε3∂τA+Wε (ξ + ε, η)−Wε (ξ, η) ,

ResU
(2)

j,k (t) = c1ε∂ξUε − ε3∂τUε +Wε

(
ξ, η + ε2

)
−Wε (ξ, η) .

(4.20)

We also have the following unchanged equations

V̇
(1)
j,k = Zj+1,k − Zj,k,

V̇
(2)
j,k = Zj,k+1 − Zj,k.

(4.21)

Finally, we also have two more equations

Ẇj,k = c2
1

[
U

(1)
j,k − U

(1)
j−1,k

]
+ c2

2

[
U

(2)
j,k − U

(2)
j−1,k

]
+ α1ε

2

[
2AU

(1)
j,k − 2A (ξ − ε, η)U

(1)
j−1,k +

(
U

(1)
j,k

)2

−
(
U

(1)
j−1,k

)2
]

+ α2ε
2
[
Uε (ξ, η)V

(2)
j,k − Uε

(
ξ, η − ε2

)
V

(2)
j,k−1

]
+ α2ε

2

[
1

2

(
V

(1)
j,k

)2

− 1

2

(
V

(1)
j−1,k

)2
]

+ α2ε
2
[
U

(2)
j,k V

(2)
j,k − U

(2)
j,k−1V

(2)
j,k−1

]
+ResWj,k

Żj,k = c2
2

[
V

(1)
j,k − V

(1)
j−1,k

]
+ c2

1

[
V

(2)
j,k − V

(2)
j,k−1

]
+ α2ε

2
[
Uε (ξ, η)U

(2)
j,k − Uε

(
ξ, η − ε2

)
U

(2)
j,k−1

]
+ α2ε

2
[
A (ξ, η)V

(1)
j,k − A (ξ − ε, η)V

(1)
j−1,k

]
+ α2ε

2

[
1

2

(
U

(2)
j,k

)2

− 1

2

(
U

(2)
j,k−1

)2
]

+ α1ε
2

[(
V

(2)
j,k

)2

−
(
V

(2)
j,k−1

)2
]

+ α2ε
2
[
V

(1)
j,k U

(1)
j,k − V

(1)
j−1,kU

(1)
j−1,k

]
+ResZj,k

(4.22)

where,

ResWj,k = c1ε∂ξWε − ε3∂τWε + c2
1 [A (ξ, η)− A (ξ − ε, η)]

+ c2
2

[
Uε (ξ, η)− Uε

(
ξ, η − ε2

)]
+ α1ε

2
[
(A (ξ, η))2 − (A (ξ − ε, η))2]

ResZj,k =
α2ε

2

2

[
Uε (ξ, η)2 − Uε

(
ξ, η − ε2

)2
] (4.23)
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The residual terms, ResW and ResZ , contains functions defined on all of R2,
and shown to be small in `2-norm through Taylor’s theorem in lemma 4.2.

4.3 Control of Residual Terms

In this section we will get bounds on the residual terms in equations (4.20)
and (4.23). We will measure these in `2 norm, however, since they are given
by smooth functions on R2 we will need to compare the `2 norm with Sobolev
norms on R2. The following lemma, which is a generalization of a similar result
from [9] to 2 dimensions, will allow us to do this.

Lemma 4.1. Let uj,k = U(εj, ε2k), with U ∈ Hs(R2), s > 1. Then, there is a
constant Cs > 0, such that for every ε ∈ (0, 1) we have

‖u‖`2(Z2) ≤ Csε
− 3

2 ‖U‖Hs(R2) , ∀U ∈ Hs
(
R2
)
. (4.24)

Proof. Let û (θ, φ) =
∑

(j,k)∈Z2

uj,ke
−i(jθ+kφ) so that

uj,k =
1

(2π)2

∫ π

−π

∫ π

−π
û (θ, φ) ei(jθ+kφ)dθdφ (4.25)

Since U ∈ Hs(R2) for s > 1 then Û ∈ L1(R2), so that the inverse Fourier
transform can be defined through the traditional formula. Then we have

uj,k = U(εj, ε2k) =
1

(2π)2

∫ ∞
−∞

∫ ∞
−∞

Û(p̃, q̃)ei(εjp̃+ε
2kq̃)dp̃dq̃

=
1

(2π)2ε3

∫ ∞
−∞

∫ ∞
−∞

Û
(p
ε
,
q

ε2

)
ei(jp+kq)dpdq

=
1

(2π)2ε3

∑
(n,m)∈Z2

∫ (2n+1)π

(2n−1)π

∫ (2m+1)π

(2m−1)π

Û
(p
ε
,
q

ε2

)
ei(jp+kq)dpdq

=
1

(2π)2ε3

∑
(n,m)∈Z2

∫ π

−π

∫ π

−π
Û

(
θ + 2πm

ε
,
φ+ 2πn

ε2

)
ei(jθ+kφ)dθdφ.

(4.26)

Notice that we have for any finite subset Λ ⊂ Z2

∑
(n,m)∈Λ

∫ π

−π

∫ π

−π

∣∣∣∣Û (θ + 2πm

ε
,
φ+ 2πn

ε2

)∣∣∣∣ dθdφ ≤ ∫ ∞
−∞

∫ ∞
−∞

∣∣∣Û (p
ε
,
q

ε2

)∣∣∣ dpdq
= ||Û ||L1(R2),
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hence ∑
(n,m)∈Z2

∫ π

−π

∫ π

−π

∣∣∣∣Û (θ + 2πm

ε
,
φ+ 2πn

ε2

)∣∣∣∣ dθdφ ≤ ||Û ||L1(R2)<∞.

Then we can interchange summation and integration in (4.26) by the Fubini-
Tonelli theorem. Comparing (4.25) and (4.26) yields

û (θ, φ) =
1

ε3

∑
(n,m)∈Z2

Û

(
θ + 2πm

ε
,
φ+ 2πn

ε2

)
.

Using Parseval’s identity we get,

||u||2`2(Z2) =
1

(2π)2ε6

∫ π

−π

∫ π

−π

∣∣∣∣∣∣
∑

(n,m)∈Z2

Û

(
θ + 2πm

ε
,
φ+ 2πn

ε2

)∣∣∣∣∣∣
2

dθdφ

≤ 1

(2π)2ε6

∫ π

−π

∫ π

−π

∑
(n1,m1)∈Z2

(n2,m2)∈Z2

∣∣∣∣Û (θ + 2πm1

ε
,
φ+ 2πn1

ε2

)∣∣∣∣
×
∣∣∣∣Û (θ + 2πm2

ε
,
φ+ 2πn2

ε2

)∣∣∣∣ dθdφ

=
1

(2π)2ε6

∑
(n1,m1)∈Z2

(n2,m2)∈Z2

∫ π

−π

∫ π

−π

∣∣∣∣Û (θ + 2πm1

ε
,
φ+ 2πn1

ε2

)∣∣∣∣
×
∣∣∣∣Û (θ + 2πm2

ε
,
φ+ 2πn2

ε2

)∣∣∣∣ dθdφ.
Denote 〈x, y〉2 =

√
1 + x2 + y2. Inserting the weights

〈
πm1

ε
, πn1

ε2

〉−2s

2
and

〈
πm2

ε
, πn2

ε2

〉−2s

2
,
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then applying Young’s inequality, ab ≤ 1
2
a2 + 1

2
b2, yields∫ π

−π

∫ π

−π

∣∣∣∣Û (θ + 2πm1

ε
,
φ+ 2πn1

ε2

)∣∣∣∣ ∣∣∣∣Û (θ + 2πm2

ε
,
φ+ 2πn2

ε2

)∣∣∣∣ dθdφ
≤
〈πm1

ε
,
πn1

ε2

〉−2s

2

〈πm2

ε
,
πn2

ε2

〉−2s

2

×
(∫ π

−π

∫ π

−π

1

2

〈πm1

ε
,
πn1

ε2

〉4s

2

∣∣∣∣Û (θ + 2πm1

ε
,
φ+ 2πn1

ε2

)∣∣∣∣2
+

1

2

〈πm2

ε
,
πn2

ε2

〉4s

2

∣∣∣∣Û (θ + 2πm2

ε
,
φ+ 2πn2

ε2

)∣∣∣∣2 dθdφ
)
.

Hence, by symmetry of coefficients, we obtain:

||u||2`2(Z2)≤
1

(2π)2ε6

 ∑
(n1,m1)∈Z2

〈πm1

ε
,
πn1

ε2

〉−2s

2


×

 ∑
(n2,m2)∈Z2

∫ π

−π

∫ π

−π

〈πm2

ε
,
πn2

ε2

〉2s

2

∣∣∣∣Û (θ + 2πm2

ε
,
φ+ 2πn2

ε2

)∣∣∣∣2 dθdφ
 .

When ε ∈ (0, 1] the double series converges for s > 1 by the integral test,
hence ∃Cs > 0 so that ∑

(n1,m1)∈Z2

〈πm1

ε
,
πn1

ε2

〉−2s

2
< C2

s .

which converges whenever s > 1. The second term in ‖u‖`2(Z) is related to the
Hs norm of U given by,

||U ||2Hs =
1

(2π)2

∫ ∞
−∞

∫ ∞
−∞
〈p̃, q̃〉2s2

∣∣∣Û(p̃, q̃)
∣∣∣2 dp̃dq̃

=
1

(2π)2ε3

∑
(n2,m2)∈Z2

∫ π

−π

∫ π

−π

〈
θ + 2πm2

ε
,
φ+ 2πn2

ε2

〉2s

2

×
∣∣∣∣Û (θ + 2πm2

ε
,
φ+ 2πn2

ε2

)∣∣∣∣2 dθdφ.
Since

〈
πm2

ε
, πn2

ε2

〉2s

2
≤
〈
θ+2πm2

ε
, φ+2πn2

ε2

〉2s

2
for every θ ∈ [−π, π] , φ ∈ [−π, π] , the

second term in ‖u‖`2(Z) is bounded above by (2π)2ε3||U ||2Hs . Hence, we obtain
(4.24).

The next lemma gives us estimates of the `2-norm for the residual terms.
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The residual terms are handled by truncating using Taylor’s theorem, and es-
timating the `2 norm of the remainder term in Sobolev space by an application
of lemma 4.1.

Lemma 4.2. (Estimates for Residual terms) Let A be a solution to the KP-II
equation (4.3) in the class of functions of lemma 3.1 for s = 0. Then there
are constants C(A) > 0 such that for all ε ∈ (0, 1], we have∥∥ResWj,k∥∥`2 +

∥∥ResZj,k∥∥`2 +
∥∥∥ResU(1)

j,k

∥∥∥
`2

+
∥∥∥ResU(2)

j,k

∥∥∥
`2
≤ Cε

7
2

Proof. By construction all terms in

ResU
(1)

j,k (t) = c1ε∂ξA− ε3∂τA+Wε (ξ + ε, η)−Wε (ξ, η)

below O(ε5) vanish. From the Taylor remainder theorem the nonzero terms
are given by the integrals:

ε5

∫ 1

0

∂5−l
ξ W (l)

(
ε (j + r) , ε2k, τ

) (1− r)5−l−1

(5− l − 1) !
dr,

for 0 ≤ l ≤ 3. In light of our calculation in (4.13), the error is then given by
a linear combination of the following integrals,

ε5

∫ 1

0

∂5
ξA
(
ε (j + r) , ε2k, τ

)
(1− r)5−l−1 dr,

ε5

∫ 1

0

∂2
ξ∂τA

(
ε (j + r) , ε2k, τ

)
(1− r)5−l−1 dr,

where 1 ≤ l ≤ 3. Using lemma 4.1 we can estimate the `2 norm by ε
7
2 (‖A‖H5 + ‖∂τA‖H2).

Similarly all terms in

ResU
(2)

j,k (t) = εc1∂ξUε − ε3∂τUε +Wε

(
ξ, η + ε2

)
−Wε (ξ, η)

below O(ε5) vanish. From the Taylor remainder theorem and calculations in
(4.13) the nonzero terms are a linear combination of the following integrals:

ε5

∫ 1

0

∂2
η∂ξA

(
εj, ε2(k + r), τ

)
(1− r) dr,

ε5

∫ 1

0

∂η∂
2
ξA
(
εj, ε2(k + r), τ

)
dr,

ε5

∫ 1

0

∂η∂τA
(
εj, ε2(k + r), τ

)
dr.
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Again using lemma 4.1 we can estimate the `2 norm by ε
7
2 (‖A‖H3 + ‖∂τA‖H1).

The next residual term is given by,

ResWj,k = c1ε∂ξWε − ε3∂τWε + c2
1 [A (ξ, η)− A (ξ − ε, η)]

+c2
2

[
Uε (ξ, η)− Uε

(
ξ, η − ε2

)]
+ α1ε

2
[
A (ξ, η)2 − A (ξ − ε, η)2] .

We can handle the above term by term:

c1ε∂ξWε = c1ε∂ξ
(
W (0) + εW (1) + ε2W (2) + ε3W (3)

)
= −c2

1ε∂ξA+
c2

1

2
ε2∂2

ξA+ c1ε
3
[
∂τA−

c1

12
∂3
ξA
]

+ ε4c1

[
−1

2
∂ξ∂τA

]
,

−ε3∂τWε = −ε3∂τ
(
W (0) + εW (1) + ε2W (2) + ε3W (3)

)
= c1ε

3∂τA−
c1

2
ε4∂τ∂ξA+ ε5

(
−∂−1

ξ ∂2
τA+

c1

12
∂τ∂

2
ξA
)

+ ε6

(
1

2
∂2
τA

)
,

c2
1 (A (ξ, η)− A (ξ − ε, η)) =c2

1ε∂ξA− ε2 c
2
1

2
∂2
ξA+ ε3 c

2
1

6
∂3
ξA

− ε4 c
2
1

24
∂4
ξA+ ε5Aε,5,

c2
2

(
Uε (ξ, η)− Uε

(
ξ, η − ε2

))
= c2

2

(
ε3∂ηU

(1) + ε4∂ηU
(2) + ε5Uε

)
,

and

α1ε
2
[
A (ξ, η)2 − A (ξ − ε, η)2] =α1ε

2

[
A2 −

(
A− ε∂ξA+ ε2 1

2
∂2
ξA

−ε3Aε,3
)2
]

=α1

[
2ε3A∂ξA− ε4

(
A∂2

ξA+ (∂ξA)2)
+ε5

(
∂ξA∂

2
ξA+ 2AAε,3

)]
+O(ε6),

where

Aε,5 =
1

4!

∫ 1

0

∂5
ξA (ξ + ε(r − 1), η) (1− r)4 dr,
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Uε =

∫ 1

0

∂2
ηU

(1)
(
ξ, η + ε2(r − 1)

)
(1− r) dr +

∫ 1

0

∂ηU
(3)
(
ξ, η + ε2(r − 1)

)
dr

+ε

∫ 1

0

∂2
ηU

(2)
(
ξ, η + ε2(r − 1)

)
(1− r) dr,

and

Aε,3 =
1

2

∫ 1

0

∂3
ξA (ξ + ε(r − 1), η) (1− r)2 dr,

are the Lagrange form of the Taylor remainders. Putting the above together
we get

ResWj,k = ε3

[
2c1∂τA+

c2
1

12
∂3
ξA+ c2

2∂
−1
ξ ∂2

ηA+ α1∂ξ
(
A2
)]

−ε4

[
c1∂ξ∂τA+

c2
1

24
∂4
ξA+

c2
2

2
∂2
ηA+ α1∂ξ (A∂ξA)

]
+ε5

[
α1∂ξA∂

2
ξA+ 2αAAε,3 + Uε − ∂−1

ξ ∂2
τA

+
c1

12
∂τ∂

2
ξA+Aε,5

]
+O(ε6).

We seek a function A requiring that it is a solution to the KP-II equation
(4.3), we can see that then O(ε3) and O(ε4) terms of ResWj,k will vanish. Using
lemma 4.1 the remaining terms can be estimated by

ε
7
2 (‖∂τA‖H2 + ‖A‖H5 +

∥∥∂−1
ξ A

∥∥
H3

+ ‖A‖2
H3

+ ‖A‖3
H3 +

∥∥∂−1
ξ A

∥∥
H3

+
∥∥∂−1

ξ ∂2
τA
∥∥
L2

)
.

For the ResZj,k term with the Taylor remainder term we write

ResZj,k =
α2ε

2

2

[
Uε (ξ, η)2 − Uε

(
ξ, η − ε2

)2
]

=
α2

2
ε4

[(
U (1) + εU (2) + ε2U (3) + ε3U (4)

)2 −
(
U (1) + εU (2) + ε2U (3) + ε3U (4) + ε2Ũ

)2
]

= α2ε
6U (1)Ũ +O(ε7)

where Ũ =
∫ 1

0
∂ηU

(1) (ξ, η + ε2(r − 1)) dr. The `2 norm of ResZ is then esti-

mated by ε
9
2

∥∥∂−1
ξ A

∥∥2

H2
.
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4.4 Energy Estimates

To control the growth of the approximation error we will introduce the follow-
ing energy type quantity:

E(t) =
1

2

∑
j,k∈Z2

W 2
j,k + Z2

j,k + c2
1

(
U

(1)
j,k

)2

+ c2
2

(
U

(2)
j,k

)2

+ c2
1

(
V

(1)
j,k

)2

+ c2
2

(
V

(2)
j,k

)2

+ 2α2ε
2UεU

(2)
j,k V

(2)
j,k

+ α1ε
2

[
2A
(
U

(1)
j,k

)2

+
2

3

(
U

(1)
j,k

)3

+
2

3

(
V

(2)
j,k

)3
]

+ α2ε
2

[
A
(
V

(1)
j,k

)2

+ U
(1)
j,k

(
V

(1)
j,k

)2

+
(
U

(2)
j,k

)2

V
(2)
j,k

]
.

(4.27)

The quantity is chosen such that the the growth Ė(t) does not contain terms
of lower order than O(ε3), which we will require for the Gronwall lemma ar-
gument.

The following lemma establishes coercivity of the energy type quantity with
respect to the `2 norm of the lattice equations.

Lemma 4.3. Let A ∈ C0 ([−τ0, τ0] , H4 (R2)) and ∂−1
ξ A ∈ C0 ([−τ0, τ0] , H3 (R2)).

Define
A = sup

τ∈[−τ0,τ0]

‖A(·, ·, τ)‖L∞

and
U = sup

τ∈[−τ0,τ0]

(∥∥∂−1
ξ A

∥∥
H3

+ 2 ‖A‖H4

)
.

Then, there exists some ε1 (A,U , H) > 0 and K > 0, such that

‖W‖2
`2 + ‖Z‖2

`2 +
∥∥U (1)

∥∥2

`2
+
∥∥U (2)

∥∥2

`2
+
∥∥V (1)

∥∥2

`2
+
∥∥V (2)

∥∥2

`2
≤ 2KE(t),

for each ε ∈ (0, ε1] and t ∈
[−τ0
ε3
, τ0
ε3

]
.

Proof. By decomposition (4.9) we have

ε2
∥∥U (1)

∥∥
`∞
≤
∥∥u(1)

∥∥
`∞

+ ε2 ‖A‖L∞
≤
∥∥u(1)

∥∥
`2

+ ε2 ‖A‖L∞
≤ H

1
2 + ε2 ‖A‖L∞ ,

where H is the Hamiltonian, (4.1), of the two-dimensional FPU system. From
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this we have the estimate,

ε2 sup
τ∈[−τ0,τ0]

∥∥U (1)
∥∥
`∞
≤ H

1
2 + ε2A.

A similar argument shows that

ε2 sup
τ∈[−τ0,τ0]

∥∥V (2)
∥∥
`∞
≤ H

1
2 ,

ε2 sup
τ∈[−τ0,τ0]

∥∥U (2)
∥∥
`∞
≤ H

1
2 + ε2U .

We can also estimate Uε by,

‖Uε‖L∞ ≤ ε
∥∥∂−1

ξ ∂ηA
∥∥
L∞

+
ε2

2
‖∂ηA‖L∞ +

ε3

2

∥∥∂2
ηA
∥∥
L∞

+
ε3

12
‖∂ξ∂ηA‖L∞

≤
∥∥∂−1

ξ A
∥∥
H3

+ 2 ‖A‖H4 ,

so that
sup

τ∈[−τ0,τ0]

‖Uε‖L∞ ≤ U .

2E(t) ≥‖W‖2
`2 + ‖Z‖2

`2 +

(
c2

1 −
8

3
α1ε

2A− 2

3
α1H

1
2

)∥∥U (1)
∥∥2

`2

+
(
c2

2 − α2ε
2U − α2H

1
2

)∥∥U (2)
∥∥2

`2

+
(
c2

1 − α2ε
2A− α2H

1
2

)∥∥V (1)
∥∥2

`2

+

(
c2

2 − α2ε
2U − 2

3
α1H

1
2

)∥∥V (2)
∥∥2

`2

For a fixed c1, c2 > 0 and a sufficiently small H there is a K > 0 such that the
following quantity is positive

ε1 = min

(
1,A−

1
2

(
3

8α1

(
c2

1 −
1

K
− 2α1

3
H

1
2

)) 1
2

,

α
− 1

2
2 U−

1
2

(
c2

2 −
1

K
− α2H

1
2

) 1
2

,

α
− 1

2
2 A−

1
2

(
c2

1 −
1

K
− α2H

1
2

) 1
2

,

α
− 1

2
2 U−

1
2

(
c2

2 −
1

K
− 2

3
α1H

1
2

) 1
2

)
.
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Then we have

2E(t) ≥ ‖W‖2
`2 +‖Z‖2

`2 +
1

K

∥∥U (1)
∥∥2

`2
+

1

K

∥∥U (2)
∥∥2

`2
+

1

K

∥∥V (1)
∥∥2

`2
+

1

K

∥∥V (2)
∥∥2

`2

for each ε ∈ (0, ε1], and the result follows.

The following lemma uses the coercivity of the energy type quantity to
establish the rate at which it grows in time. We will be able to use this, along
with a Gronwall lemma argument, in order to get a bound on the size of the
energy quantity on times scales of 1

ε3
. This will in turn gives a bound on how

far solutions of the KP-II equation (4.3) drift away from solutions of the FPU
system (4.8).

Lemma 4.4 (Growth of E(t)). Let A be a solution to the KP-II equation (4.3)
in the class of functions of lemma 3.1 for s = 0. Then there is a KαA > 0
such that, ∣∣∣∣dEdt

∣∣∣∣ ≤ KαA

(
E

1
2 ε

7
2 + Eε3

)
.

Proof. By differentiating E(t), defined by (4.27), in time, we obtain

Ė(t) =
∑
j,k∈Z2

Ẇj,kWj,k + Żj,kZj,k + c2
1U̇

(1)
j,k U

(1)
j,k + c2

2U̇
(2)
j,k U

(2)
j,k + c2

1V̇
(1)
j,k V

(1)
j,k + c2

2V̇
(2)
j,k V

(2)
j,k

+ α1ε
2

[
Ȧ
(
U

(1)
j,k

)2

+ 2AU̇
(1)
j,k U

(1)
j,k + U̇

(1)
j,k

(
U

(1)
j,k

)2

+ V̇
(2)
j,k

(
V

(2)
j,k

)2
]

+ α2ε
2

[
U̇εU

(2)
j,k V

(2)
j,k +

1

2
U̇

(1)
j,k

(
V

(1)
j,k

)2

+ U
(1)
j,k V̇

(1)
j,k V

(1)
j,k +

1

2

(
U

(2)
j,k

)2

V̇
(2)
j,k

+U̇
(2)
j,k U

(2)
j,k V

(2)
j,k + UεU̇

(2)
j,k V

(2)
j,k + UεU

(2)
j,k V̇

(2)
j,k +

1

2
Ȧ
(
V

(1)
j,k

)2

+ AV̇
(1)
j,k V

(1)
j,k

]
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We expand Ė(t) term by term using equations (4.19) to (4.23), then by sum-
ming across (j, k) ∈ Z2, Ė(t) simplifies to

Ė(t) =
∑
j,k∈Z2

Wj,kRes
W
j,k (t) + Zj,kRes

Z
j,k (t) + c2

1U
(1)
j,kRes

U(1)

j,k (t)

+ c2
2U

(2)
j,kRes

U(2)

j,k (t) + α1ε
2
(
−c1ε∂ξA+ ε3∂τA

) (
U

(1)
j,k

)2

+ 2α1ε
2ResU

(1)

j,k (t)AU
(1)
j,k + α2ε

2
(
−c1ε∂ξUε + ε3∂τUε

)
U

(2)
j,k V

(2)
j,k

+ α2ε
2ResU

(2)

j,k (t)UεV
(2)
j,k +

α2

2
ε2
(
c1ε∂ξA− ε3∂τA

) (
V

(1)
j,k

)2

+ α1ε
2ResU

(1)

j,k (t)
(
U

(1)
j,k

)2

+ α2ε
2ResU

(1)

j,k (t)
(
V

(1)
j,k

)2

+ α2ε
2ResU

(2)

j,k (t)U
(2)
j,k V

(2)
j,k

Setting α = max (α1, α2), and applying the Cauchy-Schwartz inequality yields,∣∣∣Ė(t)
∣∣∣ ≤‖W‖`2 ∥∥ResW∥∥`2 + ‖Z‖`2

∥∥ResZ∥∥
`2

+ c2
1

∥∥U (1)
∥∥
`2

∥∥∥ResU(1)
∥∥∥
`2

+ c2
2

∥∥U (2)
∥∥
`2

∥∥∥ResU(2)
∥∥∥
`2

+ αε2
[∥∥c1ε∂ξA− ε3∂τA

∥∥
L∞

(∥∥U (1)
∥∥2

`2
+
∥∥V (1)

∥∥2

`2

)
+
∥∥εc1∂ξUε − ε3∂τUε

∥∥
L∞

∥∥U (2)
∥∥
`2

∥∥V (2)
∥∥
`2

+ ‖A‖L∞
∥∥∥ResU(1)

∥∥∥
`2

∥∥U (1)
∥∥
`2

+ ‖Uε‖L∞
∥∥∥ResU(2)

∥∥∥
`2

∥∥V (2)
∥∥
`2

+
∥∥∥ResU(1)

∥∥∥
`2

(∥∥U (1)
∥∥2

`2
+
∥∥V (1)

∥∥2

`2

)
+
∥∥∥ResU(2)

∥∥∥
`2

∥∥U (2)
∥∥
`2

∥∥V (2)
∥∥
`2

]

Applying lemmas 4.2 and 4.3 we get,∣∣∣Ė(t)
∣∣∣ ≤KαA

(
E

1
2 ε

7
2 + Eε3

)
,

which completes the proof.

By making the substitution E(t)
1
2 = Q(t), then

∣∣∣Q̇(t)
∣∣∣ ≤ KαA

(
ε

7
2 + ε3Q

)
.

We can estimate the above using the Gronwall lemma.
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Lemma 4.5. Suppose that∣∣∣Q̇(t)
∣∣∣ ≤ KαA

(
ε

7
2 + ε3Q

)
,

and Q(0) ≤ Cε
1
2 then there is an ε1 > 0 such that

Q(t) ≤ ε
1
2 (C + 1) exp (KαAτ0)

for ε ∈ (0, ε1].

Proof. For ε ∈ [0, ε1], where ε1 is defined in the proof of lemma 4.3, we have∣∣∣Q̇∣∣∣ ≤ (ε3Q+ ε
7
2

)
, (4.28)

where the constant KαA depends on α,A but not ε. We can now perform a
Gronwall type argument to (4.28). First we rewrite (4.28) as

d

dt

[
exp

(
−ε3KαAt

)
Q
]
≤ KαAε

7
2 exp

(
−ε3KαAt

)
. (4.29)

Integrating (4.29) we have the inequality

Q(t) ≤
(
Q(0) + ε

1
2

)
exp

(
ε3KαAt

)
. (4.30)

Since Q(0) ≤ Cε
1
2 , we have

Q(t) ≤ ε
1
2 (C + 1) exp

(
ε3KαAt

)
(4.31)

For t ∈ [−ε−3τ0, ε
−3τ0] we have

Q(t) ≤ ε
1
2 (C + 1) exp (KαAτ0) , (4.32)

which is the desired result.

We finish the chapter with a proof of the main result.

Proof of Theorem 4.1. Note that

ε2Q(0) ≤ CAε
2
(∥∥U (1)(0)

∥∥
`2

+
∥∥U (2)(0)

∥∥
`2

+
∥∥V (1)(0)

∥∥
`2

+
∥∥V (2)(0)

∥∥
`2

+ ‖W (0)‖`2 + ‖Z(0)‖`2
)
.

In light of decomposition (4.9) and the hypothesis (4.6) we have that ε2Q(0) ≤
Cε2+ 1

2 , so that lemma 4.5 applies. With decomposition (4.9) and lemma 4.3
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we have that∥∥u(1) − ε2A (ξ, η, t)
∥∥
`2

+
∥∥u(2) − ε2Uε (ξ, η, t)

∥∥
`2

+
∥∥w − ε2Wε (ξ, η, t)

∥∥
`2

+
∥∥v(1)

∥∥
`2

+
∥∥v(2)

∥∥
`2

+ ‖z‖`2 ≤ 6Kε2Q(t).

By lemma 4.5 we have that Q(t) ≤ ε
1
2 (C + 1) exp (KαAτ0) , and the result

follows.
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Chapter 5

Propagation Along a Diagonal

5.1 Formulation and Main Result

In this chapter we will study the propagation of waves along the diagonal
of a two-dimensional FPU lattice, as discussed in section 1.9.2, in the small-
amplitude long-wavelength limit. In order to study propagation along a di-
agonal we will introduce a new coordinate system on the lattice by m =
j+k

2
, n = j−k

2
. Under the new coordinate system the particle experiences

nearest-neighbour interactions with neighbours located a half lattice site away.
Due to this we introduce χm,n = xm+ 1

2
,n+ 1

2
. The system becomes a diatomic

system where x particles communicate with 4 χ nearest-neighbour particles
and vice versa, see figure 1.5 for an illustration. As noted in section 1.9.2, the
choice of parameters allows us to perform the reduction xj,k = yj,k, this will
be reflected in our strain variables in this context,

alm,n = χm,n − xm,n,
adm,n = xm+1,n+1 − χm,n,
axm,n = xm+1,n − χm,n,
aym,n = xm,n+1 − χm,n,
um,n = ẋm,n,

vm,n = χ̇m,n.

(5.1)

From (1.31) rewrite the Hamiltonian in the relabeled coordinates as,

H =
∑
m,n

(
u2
m,n + v2

m,n

)
+
∑
m,n

V (alm,n, a
l
m,n)

+
∑
m,n

V (adm,n, a
d
m,n) +

∑
m,n

V (axm,n, a
x
m,n) +

∑
m,n

V (aym,n, a
y
m,n).

(5.2)
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As we showed formally in section 2.4, using an asymptotic multi-scale expan-
sion of the form

axm,n + alm,n = ε2A

(
ε

(
m− c√

2
t

)
, ε2n, ε3t

)
+ error, (5.3)

yields a KP-II equation

c
√

2∂ξ∂τA+
c2

96
∂4
ξA+

c2

2
∂2
ηA+

α

2
∂2
ξ

(
A2
)

= 0, (5.4)

where ξ = ε (m− ct) , η = ε2n, τ = ε3t, c2 ≥ 1. The sum

axm,n + alm,n = xm+1,n − xm,n

corresponds to a displacement along the main diagonal, and is a natural choice
for the amplitude of a wave here. Other choices give rise to technical difficul-
ties, including terms in the residuals of the expansion for which we don’t have
control in Sobolev space.

Remark. The continuous function in our expansion (5.3) does not correspond
to any of the coordinates, but a linear combination. If one of the coordinates,
say

alm,n = ε2A

(
ε

(
m− c√

2
t

)
, ε2n, ε3t

)
+ error, (5.5)

is chosen as the approximation, the asymptotic expansions are much more com-
plicated, and contain non-local terms, which are difficult to control in Sobolev
norm. These terms can be transformed away by near identity transformations,
however using the expansion (5.3) is simpler, and more natural as axm,n + alm,n
corresponds to a displacement along the main diagonal.

Remark. There is another alternative way of performing the expansion, which
is to introduce a different set of coordinates, where a pair of coordinates con-
nect the adjacent lattice sites, and a pair of coordinates correspond to the
diagonal and its transverse direction. This however greatly complicates the
equations of motion.

Given a solution A (ξ, η, τ) of the KP-II equation (5.4) we define the fol-
lowing functions

Lε =
1

2
A+ ε

(
1

2
∂−1
ξ ∂ηA−

1

8
∂ξA

)
+ ε3

(
− 1

48
∂ξ∂ηA+

1

384
∂3
ξA+

1

8
∂−1
ξ ∂2

ηA

)
,

(5.6)
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Dε =
1

2
A+ ε

(
1

2
∂−1
ξ ∂ηA+

1

8
∂ξA

)
+
ε2

2
∂ηA+ ε3

(
5

48
∂ξ∂ηA−

1

384
∂3
ξA+

3

8
∂−1
ξ ∂2

ηA

)
,

(5.7)

Xε =
1

2
A+ ε

(
−1

2
∂−1
ξ ∂ηA+

1

8
∂ξA

)
+ ε3

(
1

48
∂ξ∂ηA−

1

384
∂3
ξA−

1

8
∂−1
ξ ∂2

ηA

)
,

(5.8)

Yε =− 1

2
A+ ε

(
1

2
∂−1
ξ ∂ηA+

1

8
∂ξA

)
− ε2

2
∂ηA+ ε3

(
5

48
∂ξ∂ηA−

1

384
∂3
ξA+

3

8
∂−1
ξ ∂2

ηA

)
,

(5.9)

Uε =− c√
2
A+

ε

2

c√
2
∂ξA+ ε2

(
∂−1
ξ ∂τA−

1

12

c√
2
∂2
ξA

)
− ε3

2
∂τA, (5.10)

Vε =Uε +
dLε
dt

. (5.11)

The functions in equations (5.6)-(5.11) correspond to approximations of the
system (5.1) with domain in R3. The equations are arrived by taking asymp-
totic expansions, under the constraint given by (5.3), the specific decomposi-
tion is defined by equation (5.16) in section 5.2.

Theorem 5.1. Let A ∈ C0 ([−τ0, τ0] , H9 (R2)) be a solution to the cubic KP-II
equation (5.4), whose initial data satisfies

A(ξ, η, 0) = A0 ∈ H9
(
R2
)

such that
∂−2
ξ ∂2

ηA0 ∈ H9
(
R2
)

and
∂−1
ξ ∂2

η

[
∂−2
ξ ∂2

ηA0 + A2
0

]
∈ H2

(
R2
)
.

Then there are constants C0, C1, ε0 > 0 such that for ε ∈ (0, ε0] if the initial
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conditions of the FPU system (5.2) satisfies∥∥alin − ε2Lε (ξ, η, 0)
∥∥
`2

+
∥∥adin − ε2Dε (ξ, η, 0)

∥∥
`2

+
∥∥axin − ε2Xε (ξ, η, 0)

∥∥
`2

+
∥∥ayin − ε2Yε (ξ, η, 0)

∥∥
`2

+
∥∥uin − ε2Uε (ξ, η, 0)

∥∥
`2

+
∥∥vin − ε2Vε (ξ, η, 0)

∥∥
`2
≤ C0ε

5
2

(5.12)

then the solution to the FPU system (5.2) satisfies∥∥al − ε2Lε (ξ, η, τ)
∥∥
`2

+
∥∥ad − ε2Dε (ξ, η, τ)

∥∥
`2

+
∥∥ax − ε2Xε (ξ, η, τ)

∥∥
`2

+
∥∥ay − ε2Yε (ξ, η, τ)

∥∥
`2

+
∥∥u− ε2Uε (ξ, η, τ)

∥∥
`2

+
∥∥v − ε2Vε (ξ, η, τ)

∥∥
`2
≤ C1ε

5
2

(5.13)

for t ∈ [−τ0ε
−3, τ0ε

−3].

5.2 Preliminary Results

The next several sections will be dedicated to the justification analysis for the
KP-II limit in this case. The velocities in these variables are given by,

ȧlm,n = vm,n − um,n,
ȧdm,n = um+1,n+1 − vm,n,
ȧxm,n = um+1,n − vm,n,
ȧym,n = um,n+1 − vm,n.

(5.14)

The remaining equations of motion in these variables are given by,

u̇m,n =c2
(
alm,n − adm−1,n−1

)
+ c2

(
−axm−1,n − a

y
m,n−1

)
+ 2α

[(
alm,n

)2 −
(
adm−1,n−1

)2
+
(
aym,n−1

)2 −
(
axm−1,n

)2
]

v̇m,n =c2
(
adm,n − alm,n

)
+ c2

(
axm,n + aym,n

)
+ 2α

[(
adm,n

)2 −
(
alm,n

)2
+
(
axm,n

)2 −
(
aym,n

)2
] (5.15)

We will seek a continuous approximation of the lattice equations by first setting

ξ = ε
(
m− c√

2
t
)
, η = ε2n, τ = ε3t. We will study displacements of the form

xm+1,n − xm,n, to do so we will take a look at the continuous function

axm,n + alm,n = ε2A(ξ, η, τ) + error.
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Notice that this comes with a corresponding pair at the ”half” lattice site χm,n,
here we have the displacement term

alm+1,n + axm,n = ε2Aε (ξ, η, τ) + error.

Since we’d like to think of the χm,n = xm+ 1
2
,n+ 1

2
, a natural expectation is that

Aε = A(ξ + ε
2
, η + ε2

2
). Another relationship we could exploit in our formal

derivation will be that

alm+1,n − alm,n = Aε (ξ, η, τ)− A (ξ, η, τ) + error.

However it is more convenient to use the first equation in (5.14), and write

Vε (ξ, η, τ) = Uε (ξ, η, τ) + Lε (ξ, η, τ) + error,

which will be sufficient for our justification here.
We will use the following decomposition,

alm,n = ε2Lε (ξ, η, τ) + ε2Lm,n,

adm,n = ε2Dε (ξ, η, τ) + ε2Dm,n,

axm,n = ε2Xε (ξ, η, τ) + ε2Xm,n,

aym,n = ε2Yε (ξ, η, τ) + ε2Ym,n,

um,n = ε2Uε (ξ, η, τ) + ε2Um,n,

vm,n = ε2Vε (ξ, η, τ) + ε2Vm,n.

(5.16)

Here A will be a solution of a KP-II equation, and the remaining terms
Lε, ..., Vε are ε-dependent functions. We will, for the time being, ignore the er-
rors and use the equations of motion (5.14) and (5.15) to find approximations
for the ε-dependent functions in (5.16).

First note that using this decomposition the first equation in (5.14) gives
us the relationship Fε = Eε + dLε

dt
.

Next we use the relationship

dA

dt
= Uε (ξ + ε, η, τ)− Uε (ξ, η, τ) , (5.17)

we seek an approximate solution of the form

Uε = U0 + εU1 + ε2U2 + ε3U3. (5.18)
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We get the solution

O(1) : U0 = − c√
2
A,

O(ε) : U1 =
c

2
√

2
∂ξA,

O(ε2) : U2 = ∂−1
ξ ∂τA−

c

12
√

2
∂2
ξA,

O(ε3) : U3 = −1

2
∂τA.

From the third equation in (5.14) we can write,

dXε

dt
= Uε (ξ + ε, η)− Vε (ξ, η)

= Uε (ξ + ε, η)− Uε (ξ, η)− dLε
dt

.

(5.19)

We will look for approximate solutions to (5.19) by expanding both Xε, Uε in
terms of epsilon,

Xε = X0 + εX1 + ε2X2 + ε3X3, (5.20)

Uε = U0 + εU1 + ε2U2 + ε3U3. (5.21)

First expanding the left hand side of (5.19) we have

dXε

dt
=− c√

2
ε∂ξXε + ε3∂τXε

=ε

(
− c√

2
∂ξX0

)
+ ε2

(
− c√

2
∂ξX1

)
+ ε3

(
∂τX0 −

c√
2
∂ξX2

)
+ ε4

(
∂τX1 −

c√
2
∂ξX3

)
+O(ε5).

(5.22)

We expand the right hand side of (5.19) in terms of ε and in Taylor series,
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and simplifying using the known expression for Uε we have

Uε (ξ + ε, η)− Uε (ξ, η)− dLε
dt

= ε

(
− c√

2
∂ξA+

c√
2
∂ξL0

)
+ ε2

(
c√
2
∂ξL1

)
+ ε3

(
∂τA+

c√
2
∂ξL2 − ∂τL0

)
+ ε4

(
c√
2
∂ξL3 − ∂τL1

)
+O(ε5).

(5.23)

Comparing equations (5.22) and (5.23) in powers of ε we get solutions for
X0, ..., X3 in terms of L0, ..., L3 and A.

O(ε) : X0 = −L0 + A,

O(ε2) : X1 = −L1,

O(ε3) : X2 = −L2,

O(ε4) : X3 = −L3.

From the fourth equation in (5.14) we have,

dYε
dt

= Uε
(
ξ, η + ε2

)
− Vε (ξ, η)

= Uε
(
ξ, η + ε2

)
− Uε (ξ, η)− dLε

dt
.

(5.24)

First expanding the left hand side of (5.24) we have

dYε
dt

=− c√
2
ε∂ξYε + ε3∂τYε

=ε

(
− c√

2
∂ξY0

)
+ ε2

(
− c√

2
∂ξY1

)
+ ε3

(
∂τY0 −

c√
2
∂ξY2

)
+ ε4

(
∂τY1 −

c√
2
∂ξY3

)
+O(ε5).

(5.25)
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We expand the right hand side of (5.24) in terms of ε and in Taylor series,

Uε
(
ξ, η + ε2

)
− Uε (ξ, η)− dLε

dt
= ε

(
c√
2
∂ξL0

)
+ ε2

(
− c√

2
∂ηA+

c√
2
∂ξL1

)
+ ε3

(
c√
2

1

2
∂ξ∂ηA+

c√
2
∂ξL2 − ∂τL0

)
+ ε4

(
∂−1
ξ ∂η∂τA−

1

12

c√
2
∂2
ξ∂ηA−

1

2

c√
2
∂2
ηA

+
c√
2
∂ξL3 − ∂τL1

)
+O(ε5).

(5.26)

Comparing equations (5.25) and (5.26) in powers of ε we get solutions for
Y0, ..., Y3 in terms of L0, ..., L2 and A.

O(ε) : Y0 = −L0,

O(ε2) : Y1 = ∂−1
ξ ∂ηA− L1,

O(ε3) : Y2 =
1

2
∂ηA− L2,

O(ε4) : Y3 =
1

12
∂ξ∂ηA+

1

2
∂−1
ξ ∂2

ηA− L3.

From the second equation in (5.14) we have,

dDε

dt
= Uε

(
ξ + ε, η + ε2

)
− Vε (ξ, η)

= Uε
(
ξ + ε, η + ε2

)
− Uε (ξ, η)− dLε

dt
.

(5.27)

First expanding the left hand side of (5.27) we have

dDε

dt
=− c√

2
ε∂ξDε + ε3∂τDε

=ε

(
− c√

2
∂ξD0

)
+ ε2

(
− c√

2
∂ξD1

)
+ ε3

(
∂τD0 −

c√
2
∂ξD2

)
+ ε4

(
∂τD1 −

c√
2
∂ξD3

)
+O(ε5).

(5.28)
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We expand the right hand side of (5.27) in terms of ε and in Taylor series,

Uε
(
ξ + ε, η + ε2

)
− Uε (ξ, η)− dLε

dt
= ε

(
− c√

2
∂ξA+

c√
2
∂ξL0

)
+ ε2

(
− c√

2
∂ηA+

c√
2
∂ξL1

)
+ ε3

(
∂τA−

1

2

c√
2
∂ξ∂ηA+

c√
2
∂ξL2 − ∂τL0

)
+ ε4

(
∂−1
ξ ∂η∂τA−

1

12

c√
2
∂2
ξ∂ηA−

1

2

c√
2
∂2
ηA

+
c√
2
∂ξL3 − ∂τL1

)
+O(ε5).

(5.29)

Comparing equations (5.28) and (5.29) in powers of ε we get solutions for
D0, ..., D3 in terms of L0, ..., L3 and A.

O(ε) : D0 = A− L0,

O(ε2) : D1 = ∂−1
ξ ∂ηA− L1,

O(ε3) : D2 = −1

2
∂ηA− L2,

O(ε4) : D3 =
1

12
∂ξ∂ηA+

1

2
∂−1
ξ ∂2

ηA− L3.

So far we have found the the terms up to unknown functions L1, ..., L3. We
can use either of the remaining equations of motion to find these values. From
the first equation in (5.15) we have

− c√
2
ε∂ξUε + ε3∂τUε = c2

(
Lε (ξ, η)−Dε

(
ξ − ε, η − ε2

))
+ c2

(
−Xε (ξ − ε, η)− Yε

(
ξ, η − ε2

))
+ 2αε2

[
(Lε (ξ, η))2 −

(
Dε

(
ξ − ε, η − ε2

))2
]

+ 2αε2
[
− (Xε (ξ − ε, η))2 +

(
Yε
(
ξ, η − ε2

))2
]

(5.30)

From the second equation in (5.15) we have

dVε
dt

=
dUε
dt

+
d2Lε
dt2

=c2 (Dε (ξ, η)− Lε (ξ, η))

+ c2 (Xε (ξ, η) + Yε (ξ, η))

+ 2αε2
[
Dε (ξ, η)2 − Lε (ξ, η)2]

+ 2αε2
[
Xε (ξ, η)2 − Yε (ξ, η)2]

(5.31)

70



Ph.D. Thesis – N. Hristov McMaster University – Math and Stats

By expanding equation (5.31) and comparing in terms of ε we have the
following solutions, which were checked for consistency with equation (5.30):

O(1) : L0 =
1

2
A,

D0 =
1

2
A,

X0 =
1

2
A,

Y0 = −1

2
A

O(ε) : L1 =
1

2
∂−1
ξ ∂ηA−

1

8
∂ξA

D1 =
1

2
∂−1
ξ ∂ηA+

1

8
∂ξA

X1 = −1

2
∂−1
ξ ∂ηA+

1

8
∂ξA

Y1 =
1

2
∂−1
ξ ∂ηA+

1

8
∂ξA

O(ε2) : L2 = 0

D2 =
1

2
∂ηA

X2 = 0

Y2 = −1

2
∂ηA

O(ε3) : L3 = − 1

48
∂ξ∂ηA+

1

384
∂3
ξA+

1

8
∂−1
ξ ∂2

ηA

D3 =
5

48
∂ξ∂ηA−

1

384
∂3
ξA+

3

8
∂−1
ξ ∂2

ηA

X3 =
1

48
∂ξ∂ηA−

1

384
∂3
ξA−

1

8
∂−1
ξ ∂2

ηA

Y3 =
5

48
∂ξ∂ηA−

1

384
∂3
ξA+

3

8
∂−1
ξ ∂2

ηA
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5.3 Justification Analysis

Plugging our decomposition (5.16) into the equations of motion (5.14) gives
us, up to some residual terms, the following equations of motion

L̇m,n = Vm,n − Um,n
Ḋm,n = Um+1,n+1 − Vm,n +ResDm,n

Ẋm,n = Um+1,n − Vm,n +ResXm,n

Ẏm,n = Um,n+1 − Vm,n +ResYm,n

(5.32)

where the residuals are

ResDm,n =ε
c√
2
∂ξDε − ε3∂τDε + ε

c√
2
∂ξLε

− ε3∂τLε + Uε
(
ξ + ε, η + ε2

)
− Uε

ResXm,n =ε
c√
2
∂ξXε − ε3∂τXε + ε

c√
2
∂ξLε

− ε3∂τLε + Uε (ξ + ε, η)− Uε
ResYm,n =ε

c√
2
∂ξYε − ε3∂τYε + ε

c√
2
∂ξLε

− ε3∂τLε + Uε
(
ξ, η + ε2

)
− Uε.

(5.33)

Similarly plugging (5.16) into (5.15) gives

U̇m,n =c2 (Lm,n −Dm−1,n−1 −Xm−1,n − Ym,n−1)

+ 2αε2
[
(Lm,n)2 − (Dm−1,n−1)2 + (Ym,n−1)2 − (Xm−1,n)2]

+ 4αε2
[
Lm,nLε (ξ, η)−Dm−1,n−1Dε

(
ξ − ε, η − ε2

)]
+ 4αε2

[
Ym,n−1Yε

(
ξ, η − ε2

)
−Xm−1,nXε (ξ − ε, η)

]
+ResUm,n

V̇m,n =c2 (Dm,n − Lm,n +Xm,n + Ym,n)

+ 2αε2
[
(Dm,n)2 − (Lm,n)2 − (Ym,n)2 + (Xm,n)2]

+ 4αε2 [Dm,nDε (ξ, η)− Lm,nLε (ξ, η)]

+ 4αε2 [Xm,nXε (ξ, η)− Ym,nYε (ξ, η)] +ResVm,n

(5.34)
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where the residuals are

ResUm,n =
c√
2
ε∂ξUε − ε3∂τUε

+ c2
(
Lε (ξ, η)−Dε

(
ξ − ε, η − ε2

))
+ c2

(
−Xε (ξ − ε, η)− Yε

(
ξ, η − ε2

))
+ 2αε2

[
(Lε (ξ, η))2 −

(
Dε

(
ξ − ε, η − ε2

))2
]

+ 2αε2
[
− (Xε (ξ − ε, η))2 +

(
Yε
(
ξ, η − ε2

))2
]

ResVm,n =ε
c√
2
∂ξUε − ε3∂τUε − ε2 c

2

2
∂2
ξLε

+ 2
c√
2
ε4∂ξ∂τLε − ε6∂2

τLε

+ c2 (Dε (ξ, η)− Lε (ξ, η))

+ c2 (Xε (ξ, η) + Yε (ξ, η))

+ 2αε2
[
Dε (ξ, η)2 − Lε (ξ, η)2]

+ 2αε2
[
Xε (ξ, η)2 − Yε (ξ, η)2]

(5.35)

As in chapter 4 we would like to estimate the `2 norm of the residuals using
the Hs norm of the approximating function A (ξ, η, τ), and their first few anti-
derivatives. This is summarized in the following lemma,

Lemma 5.1. Let A (ξ, η, τ) be in the same class of functions as in theorem
5.1. Then there are constants C(A) > 0 such that for all ε ∈ (0, 1], we have∥∥ResD∥∥

`2
+
∥∥ResX∥∥

`2
+
∥∥ResY ∥∥

`2
+
∥∥ResU∥∥

`2
+
∥∥ResV ∥∥

`2
≤ Cε

7
2 . (5.36)

Proof. Using the calculations of section 5.2 this proof is similar to the proof
of lemma 4.2.

As in chapter 4, in order to control how far away the approximating func-
tions drift from solutions to the system (5.2) we introduce the following energy
function,

E(t) =
∑
m,n

1

2

(
U2
m,n + V 2

m,n

)
+
c2

2

(
L2
m,n +D2

m,n +X2
m,n + Y 2

m,n

)
+
∑
m,n

2αε2
(
L2
m,nLε +D2

m,nDε +X2
m,nXε + Y 2

m,nYε
)

+
∑
m,n

2

3
αε2

(
L3
m,n +D3

m,n +X3
m,n + Y 3

m,n

)
.

(5.37)

73



Ph.D. Thesis – N. Hristov McMaster University – Math and Stats

For this energy function we have the following lemma, which shows that the
energy is coercive with respect to the `2-norm of the lattice equations.

Lemma 5.2. Let A ∈ C0 ([−τ0, τ0] , H4 (R2)) and ∂−1
ξ A ∈ C0 ([−τ0, τ0] , H3 (R2)).

Define
A = sup

τ∈[−τ0,τ0]

‖A(·, ·, τ)‖L∞

and
L = sup

τ∈[−τ0,τ0]

(∥∥∂−1
ξ A

∥∥
H4

+ 2 ‖A‖H5

)
.

Then, there exists some
ε1 (A,L) > 0

such that

‖U‖2
`2 + ‖V ‖2

`2 + ‖L‖2
`2 + ‖D‖2

`2 + ‖X‖2
`2 + ‖Y ‖2

`2 ≤ 4E(t),

for each ε ∈ (0, ε1] and t ∈
[−τ0
ε3
, τ0
ε3

]
.

Proof. The proof is similar to lemma 4.3.

For the growth of the energy (5.37) we have

Ė(t) =
∑
m,n

Um,nRes
U
m,n + Vm,nRes

V
m,n

+ c2
∑
m,n

(
Dm,nRes

D
m,n + Ym,nRes

Y
m,n +Xm,nRes

X
m,n

)
+ 4αε2

∑
m,n

(
D2
m,nRes

D
m,n + Y 2

m,nRes
Y
m,n +X2

m,nRes
X
m,n

)
+ 4αε2

∑
m,n

(
Dm,nRes

D
m,nDε (ξ, η) + Ym,nRes

Y
m,nYε (ξ, η)

+Xm,nRes
X
m,nXε (ξ, η)

)
+ 2αε2

∑
m,n

(
L2
m,nL̇ε +D2

m,nḊε +X2
m,nẊε + Y 2

m,nẎε

)
.

(5.38)

In light of this and lemmas 5.1 and 5.2, a simple calculation shows that we
can bound the growth of the energy (5.37) by∣∣∣Ė(t)

∣∣∣ ≤KαA

(
E

1
2 ε

7
2 + Eε3

)
. (5.39)

As in chapter 4 we use the substitution Q(t) = E
1
2 , and an application lemma

4.5 gives the result of Theorem 5.1.
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Chapter 6

KP-II limit of 2D-β Model

6.1 Formulation and Main Result

The goal of this chapter is to study the behaviour of two-dimensional Fermi-
Pasta-Ulam (FPU) β-model lattices in the small-amplitude long-wave limit.
We will give rigorous justification of the cubic Kadomtsev-Petviashvili (cKP-
II) equation. We will study a 2D FPU system on a square lattice with a Hamil-
tonian given by equation (1.23) using the potential function (1.37)-(1.38). This
chapter largely follows the structure of chapter 4, as such many of the compu-
tations will not be redone, the results will be stated with the relevant compu-
tations referenced.

Introducing the strain variables,

u
(1)
j,k = xj+1,k − xj,k,

u
(2)
j,k = xj,k+1 − xj,k,

v
(1)
j,k = yj+1,k − yj,k,

v
(2)
j,k = yj,k+1 − yj,k,

we can rewrite the Hamiltonian as

H =
1

2

∑
j,k

(
w2
j,k + z2

j,k

)
+
∑
j,k

Vβ(||(u(1)
j,k , v

(1)
j,k )||) + Vβ(||(u(2)

j,k , v
(2)
j,k )||). (6.1)

Using an asymptotic multi-scale expansion, analogous to the expansion used
for the one-dimensional FPU system in [43], of the form

u
(1)
j,k = εA

(
ε (j − c1t) , ε

2k, ε3t
)

+ error, (6.2)
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yields a cKP-II equation

2∂ξ∂τA+
1

12
∂4
ξA+ β∂2

ξ

(
A3
)

+ ∂2
ηA = 0, (6.3)

where ξ = ε (j − t) , η = ε2k, τ = ε3t.
We define the anti-derivative of a function u ∈ Hs (R2) by

∂−1
ξ u =

∫ ξ

−∞
u(ξ′, η, τ)dξ′.

We are looking for solutions to the cKP-II equation, for which both u ∈
Hs (R2) and ∂−1

ξ u ∈ Hs (R2). We will require that the solution has enough

regularity so that ∂−1
ξ ∂2

τA ∈ C ([−τ0, τ0] , Hs (R2)). This modification of ar-
guments from [22] is presented in lemma 3.1 which is proven in Section 3.3,
and built on results from [42]. For the extension we will require more strin-
gent constraints on the initial data, which are summarized in the statement of
theorem 4.1, the main result of the chapter.

Given a solution to the cKP-II equation (6.3), we define

Wε (ξ, η, τ) = −A+
ε

2
∂ξA+ ε2

(
∂−1
ξ ∂τA−

1

12
∂2
ξA

)
− ε3

2
∂τA (6.4)

and

Uε (ξ, η, τ) = −ε∂−1
ξ ∂ηA−

ε2

2
∂ηA+ ε3

(
1

2
∂−1
ξ ∂2

ηA+
1

12
∂ξ∂ηA

)
. (6.5)

The following theorem presents the main result of this chapter.

Theorem 6.1. Let A ∈ C0 ([−τ0, τ0] , H9 (R2)) be a solution to the cubic KP-II
equation (6.3), whose initial data satisfies

A(ξ, η, 0) = A0 ∈ H9
(
R2
)

such that
∂−2
ξ ∂2

ηA0 ∈ H9
(
R2
)

and
∂−1
ξ ∂2

η

[
∂−2
ξ ∂2

ηA0 + A2
0

]
∈ H2

(
R2
)
.

Define
A = sup

τ∈[−τ0,τ0]

‖A(·, ·, τ)‖L∞

and
U = sup

τ∈[−τ0,τ0]

(∥∥∂−1
ξ A

∥∥
H3

+ 2 ‖A‖H4

)
.
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Then there are constants C0, C1, ε0 > 0 such that for ε ∈ (0, ε0] if the initial
conditions of the 2D FPU system satisfies∥∥∥u(1)

in − εA (ξ, η, 0)
∥∥∥
`2

+
∥∥∥u(2)

in − εUε (ξ, η, 0)
∥∥∥
`2

+ ‖win − εWε (ξ, η, 0)‖`2 +
∥∥∥v(1)

in

∥∥∥
`2

+
∥∥∥v(2)

in

∥∥∥
`2

+ ‖zin‖`2 ≤ C0ε
3
2

(6.6)

then the solution to the 2D FPU system satisfies∥∥u(1) − εA (ξ, η, t)
∥∥
`2

+
∥∥u(2) − εUε (ξ, η, t)

∥∥
`2

+ ‖w − εWε (ξ, η, t)‖`2 +
∥∥v(1)

∥∥
`2

+
∥∥v(2)

∥∥
`2

+ ‖z‖`2 + ≤ C1ε
3
2 ,

(6.7)

for t ∈ [−τ0ε
−3, τ0ε

−3].

The proof of theorem 6.1 is similar to that of theorem 4.1, however some
modifications need to be made to accommodate the cubic nonlinearity. The
scaling of the continuous limit is of order ε here instead of ε2. A more compli-
cated energy function needs to be introduced to perform the energy estimates
step. In the energy estimate the derivative of the quantity, Q(t), we need to
control using a Gronwall type lemma is quadratic in Q(t) here, rather than lin-
ear. Consequently the Gronwall lemma needs to be modified, namely we show
that for a sufficiently small ε we have that Q(t) ≤ 1, so that the derivative of
the term is linear, for the time scale of our approximation.
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6.2 Preliminary Results

The equations of motion in the strain variables are given by

u̇
(1)
j,k =wj+1,k − wj,k,

u̇
(2)
j,k =wj,k+1 − wj,k,

v̇
(1)
j,k =zj+1,k − zj,k,

v̇
(2)
j,k =zj,k+1 − zj,k,

ẇj,k =
(
u

(1)
j,k − u

(1)
j−1,k

)
+
(
u

(2)
j,k − u

(2)
j,k−1

)
+ β

[(
u

(1)
j,k

)3

−
(
u

(1)
j−1,k

)3

+
(
u

(2)
j,k

)3

−
(
u

(2)
j,k−1

)3
]

+ β

[(
u

(1)
j,k

)(
v

(1)
j,k

)2

−
(
u

(1)
j−1,k

)(
v

(1)
j−1,k

)2
]

+ β

[(
u

(2)
j,k

)(
v

(2)
j,k

)2

−
(
u

(2)
j,k−1

)(
v

(2)
j,k−1

)2
]
,

żj,k =
(
v

(2)
j,k − v

(2)
j,k−1

)
+
(
v

(1)
j,k − v

(1)
j−1,k

)
+ β

[(
v

(2)
j,k

)3

−
(
v

(2)
j,k−1

)3

+
(
v

(1)
j,k

)3

−
(
v

(1)
j−1,k

)3
]

+ β

[(
v

(1)
j,k

)(
u

(1)
j,k

)2

−
(
v

(1)
j−1,k

)(
u

(1)
j−1,k

)2
]

+ β

[(
v

(2)
j,k

)(
u

(2)
j,k

)2

−
(
v

(2)
j,k−1

)(
u

(2)
j,k−1

)2
]
.

(6.8)

Let us use the following decomposition,

u
(1)
j,k = εA (ξ, η, τ) + εU

(1)
j,k

u
(2)
j,k = εUε (ξ, η, τ) + εU

(2)
j,k

v
(1)
j,k = εV

(1)
j,k

v
(2)
j,k = εV

(2)
j,k

wj,k = εWε (ξ, η, τ) +εWj,k

zj,k = εZj,k

(6.9)

where ξ = ε (j − t) , η = ε2k, τ = ε3t, (j, k) ∈ Z2. Here A (ξ, η, τ) is a suitable
solution to the cKP-II equation (6.3). Uε and Wε are a pair of ε-dependent
functions, which will allow us to eliminate lower order terms in ε arising from
time derivatives and finite differences of A in the equations of motion. Neglect-
ing the error terms, Wj,k, U

(1)
j,k , and rewriting the first equation of (6.8) using
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the decomposition (6.9) we end up with the ε-dependent function Wε(ξ, η, τ)
satisfying the equality

Wε (ξ + ε, η)−Wε (ξ, η) = −ε∂ξA+ ε3∂τA. (6.10)

This calculation was already performed in chapter 4, the result is given by
equation (6.4).

We can similarly rewrite the second equation of (6.8) and neglect the error
termsto end up with the following equation for a second ε−dependant function
Uε(ξ, η, τ),

Wε

(
ξ, η + ε2

)
−Wε (ξ, η) = −εc1∂ξUε + ε3∂τUε. (6.11)

In light of our calculations in chapter 4 we have the solution given by equation
(6.5).

6.3 Justification Analysis

Substituting decomposition (6.9) into the equations of motion (6.8) we get
evolution equations for the error term.

U̇
(1)
j,k = Wj+1,k −Wj,k +ResU

(1)

j,k ,

U̇
(2)
j,k = Wj,k+1 −Wj,k +ResU

(2)

j,k ,
(6.12)

where

ResU
(1)

j,k (t) = ε∂ξA− ε3∂τA+Wε (ξ + ε, η)−Wε (ξ, η) ,

ResU
(2)

j,k (t) = ε∂ξUε − ε3∂τUε +Wε

(
ξ, η + ε2

)
−Wε (ξ, η) .

(6.13)

We also have the following unchanged equations,

V̇
(1)
j,k = Zj+1,k − Zj,k,

V̇
(2)
j,k = Zj,k+1 − Zj,k.

(6.14)
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Substituting the decomposition (6.9) into the last two equations (6.8) yields

Ẇj,k =U
(1)
j,k − U

(1)
j−1,k + U

(2)
j,k − U

(2)
j,k−1

+ βε2

[(
U

(1)
j,k

)3

−
(
U

(1)
j−1,k

)3
]

+ βε2

[(
U

(2)
j,k

)3

−
(
U

(2)
j,k−1

)3
]

+ 3βε2
[
U

(1)
j,kA (ξ, η)2 − U (1)

j−1,kA (ξ − ε, η)2
]

+ 3βε2

[(
U

(1)
j,k

)2

A (ξ, η)−
(
U

(1)
j−1,k

)2

A (ξ − ε, η)

]
+ 3βε2

[
U

(2)
j,k Uε (ξ, η)2 − U (2)

j,k−1Uε
(
ξ, η − ε2

)2
]

+ 3βε2

[(
U

(2)
j,k

)2

Uε (ξ, η)−
(
U

(2)
j,k−1

)2

Uε
(
ξ, η − ε2

)]
+ βε2

[
A (ξ, η)

(
V

(1)
j,k

)2

− A (ξ − ε, η)
(
V

(1)
j−1,k

)2
]

+ βε2

[(
U

(1)
j,k

)(
V

(1)
j,k

)2

−
(
U

(1)
j−1,k

)(
V

(1)
j−1,k

)2
]

+ βε2

[
Uε (ξ, η)

(
V

(2)
j,k

)2

− Uε
(
ξ, η − ε2

) (
V

(2)
j,k−1

)2
]

+ βε2

[(
U

(2)
j,k

)(
V

(2)
j,k

)2

−
(
U

(2)
j,k−1

)(
V

(2)
j,k−1

)2
]

+ResWj,k,

(6.15)

Żj,k =
(
V

(2)
j,k − V

(2)
j,k−1

)
+
(
V

(1)
j,k − V

(1)
j−1,k

)
+ βε2

[(
V

(2)
j,k

)3

−
(
V

(2)
j,k−1

)3

+
(
V

(1)
j,k

)3

−
(
V

(1)
j−1,k

)3
]

+ βε2
(
V

(1)
j,k

)(
A (ξ, η) + U

(1)
j,k

)2

− βε2
(
V

(1)
j−1,k

)(
A (ξ − ε, η) + U

(1)
j−1,k

)2

+ βε2
(
V

(2)
j,k

)(
Uε (ξ, η) + U

(2)
j,k

)2

− βε2
(
V

(2)
j,k−1

)(
Uε
(
ξ, η − ε2

)
+ U

(2)
j,k−1

)2

,

(6.16)

80



Ph.D. Thesis – N. Hristov McMaster University – Math and Stats

where

ResWj,k =ε∂ξWε (ξ, η)− ε3∂τWε (ξ, η) + A (ξ, η)− A (ξ − ε, η)

+ Uε (ξ, η)− Uε
(
ξ, η − ε2

)
+ βε2

(
A (ξ, η)3 − A (ξ − ε, η)3)

+ βε2
(
Uε (ξ, η)3 − Uε

(
ξ, η − ε2

)3
)
.

(6.17)

Lemma 6.1. (Estimates for Residual terms) Let A be a solution to the KP-II
equation (6.3) whose initial data satisfies A0 ∈ H9 (R2) such that ∂−2

ξ ∂2
ηA0 ∈

H9 (R2) and ∂−1
ξ ∂2

η

[
∂−2
ξ ∂2

ηA(0) + A(0)2
]
∈ H2 (R2). Then there are constants

C(A) > 0 such that for all ε ∈ (0, 1], we have∥∥ResWj,k∥∥`2 +
∥∥∥ResU(1)

j,k

∥∥∥
`2

+
∥∥∥ResU(2)

j,k

∥∥∥
`2
≤ Cε

7
2 .

The proof is similar to lemma 4.2, we estimate the residual terms (6.13),
(6.17) by computing the Taylor remainder term and applying lemma 4.1.

As we did in section 4.4 we introduce an energy function analogous to
equation (4.27), modified for the cubic case,

E(t) =
1

2

∑
j,k∈Z2

W 2
j,k + Z2

j,k +
(
U

(1)
j,k

)2

+
(
U

(2)
j,k

)2

+
(
V

(1)
j,k

)2

+
∑
j,k∈Z2

1

2

(
V

(2)
j,k

)2

+
β

4
ε2

[(
U

(1)
j,k

)4

+
(
U

(2)
j,k

)4
]

+
3

2
βε2

(
U

(1)
j,k

)2

A (ξ, η)2 + βε2
(
U

(1)
j,k

)3

A(ξ, η)

+
3

2
βε2

(
U

(2)
j,k

)2

Uε (ξ, η)2 + βε2
(
U

(2)
j,k

)3

Uε (ξ, η)

+ βε2A (ξ, η)U
(1)
j,k

(
V

(1)
j,k

)2

+
β

2
ε2
(
U

(1)
j,k

)2 (
V

(1)
j,k

)2

+ βε2Uε (ξ, η)U
(2)
j,k

(
V

(2)
j,k

)2

+
β

2
ε2
(
U

(2)
j,k

)2 (
V

(2)
j,k

)2

+
β

4
ε2

[(
V

(1)
j,k

)4

+
(
V

(2)
j,k

)4
]

+
β

2
ε2

(
A (ξ, η)2

(
V

(1)
j,k

)2

+ Uε (ξ, η)2
(
V

(2)
j,k

)2
)

(6.18)

We’d like to show a coercivity property for this energy function, which will help
us give a bound on its growth. The property is summarized in the following
lemma.

Lemma 6.2. Let A ∈ C0 ([−τ0, τ0] , H4 (R2)) and ∂−1
ξ A ∈ C0 ([−τ0, τ0] , H3 (R2)).
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Define
A = sup

τ∈[−τ0,τ0]

‖A(·, ·, τ)‖L∞

and
U = sup

τ∈[−τ0,τ0]

(∥∥∂−1
ξ A

∥∥
H3

+ 2 ‖A‖H4

)
.

Then, there exists some
ε1 (A,U) > 0

such that

‖W‖2
`2 + ε2 ‖Z‖2

`2 +
∥∥U (1)

∥∥2

`2
+
∥∥U (2)

∥∥2

`2
+ ε2

∥∥V (1)
∥∥2

`2
+ ε2

∥∥V (2)
∥∥2

`2
≤ 4E(t),

for each ε ∈ (0, ε1] and t ∈
[−τ0
ε3
, τ0
ε3

]
.

Proof. The computation is similar to lemma 4.3. Since many of the terms are
positive semi-definite, the energy is bounded below by

2E(t) ≥‖W‖2
`2 + ‖Z‖2

`2

+
(∥∥U (1)

∥∥2

`2
+
∥∥V (1)

∥∥2

`2

) (
1− βε2

∥∥U (1)
∥∥
∞ ‖A‖∞

)
+
(∥∥U (2)

∥∥2

`2
+
∥∥V (2)

∥∥2

`2

) (
1− βε2

∥∥U (2)
∥∥
∞ ‖Uε‖∞

) (6.19)

With decomposition (6.9) we write,(
1− βε2

∥∥U (1)
∥∥
∞ ‖A‖∞

)
≥
(

1− βε
(
H

1
2 + εA

)
A
)
. (6.20)

For sufficiently small H we have that(
1− βε2

∥∥U (1)
∥∥
∞ ‖A‖∞

)
≥ (1− βε (1 + εA)A) , (6.21)

similarly (
1− βε2

∥∥U (2)
∥∥
∞ ‖Uε‖∞

)
≥ (1− βε (1 + εU)U) . (6.22)

Choose

ε1 = min

(
1,

1

β (1 +A)A
,

1

β (1 + U)U

)
, (6.23)

then for ε ∈ (0, ε1] we have that

2E(t) ≥‖W‖2
`2 + ‖Z‖2

`2 +
1

2

(∥∥U (1)
∥∥2

`2
+
∥∥V (1)

∥∥2

`2
+
∥∥U (2)

∥∥2

`2
+
∥∥V (2)

∥∥2

`2

)
(6.24)

and the result follows.
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By differentiating (6.18) and applying lemmas 6.2 and 6.1 that∣∣∣Ė(t)
∣∣∣ ≤ KβA

(
ε

7
2E(t)

1
2 + ε3E(t) + ε3E(t)

3
2

)
(6.25)

Performing the substitution Q(t) = E(t)
1
2 we get∣∣∣Q̇(t)

∣∣∣ ≤ KβA

(
ε3Q2 + ε

7
2 + ε3Q

)
,

To get a bound on this quantity we will need the following modification on
the Gronwall lemma.

Lemma 6.3. Suppose that∣∣∣Q̇(t)
∣∣∣ ≤ KβA

(
ε3Q2 + ε

7
2 + ε3Q

)
,

and Q(0) ≤ Cε
1
2 then there is an ε0 > 0 such that

Q(t) ≤ ε
1
2

(
C +

1

2

)
exp (2KβAτ0)

for ε ∈ (0, ε0].

Proof. Define
T = sup

{
t ∈ [−τ0ε

−3, τ0ε
−3] : Q(t) ≤ 1

}
.

Assume Q(0) ≤ Cε
1
2 for some C > 0. Since Q is continuous in t, then there

is some 1 ≥ ε2 > 0 such that for ε ∈ (0, ε2] the set is nonempty and T > 0.
Suppose that t ∈ [−T, T ], then we have∣∣∣Q̇∣∣∣ ≤ KβA

(
ε3 (Q+ 1)Q+ ε

7
2

)
≤ KβA

(
2ε3Q+ ε

7
2

)
, (6.26)

where the constant KβA depends on α,A but not ε. We can now perform a
Gronwall type argument to (6.26). First we rewrite (6.26) as

d

dt

[
exp

(
−2ε3KβAt

)
Q
]
≤ KβAε

7
2 exp

(
−2ε3KβAt

)
. (6.27)

Integrating (6.27) we have the inequality

Q(t) ≤
(
Q(0) +

1

2
ε

1
2

)
exp

(
2ε3KβAt

)
. (6.28)
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Since Q(0) ≤ Cε
1
2 , we have

Q(t) ≤ ε
1
2

(
C +

1

2

)
exp

(
2ε3KβAt

)
(6.29)

For t ∈ [−T, T ] we have

Q(t) ≤ ε
1
2

(
C +

1

2

)
exp (2KβAτ0) . (6.30)

The above holds as long as

ε2 =
1(

C + 1
2

)2
exp (4KβAτ0)

.

Choosing ε0 = min (ε1, ε2), where ε1 is defined in the proof of lemma 5.2, then
Q(t) ≤ 1 for t ∈ [−T, T ], and T can be extended to T = τ0ε

−3.

We finish the chapter with a proof of the main result.

Proof of Theorem 6.1. Note that

εQ(0) ≤ CAε
(∥∥U (1)(0)

∥∥
`2

+
∥∥U (2)(0)

∥∥
`2

+
∥∥V (1)(0)

∥∥
`2

+
∥∥V (2)(0)

∥∥
`2

+ ‖W (0)‖`2 + ‖Z(0)‖`2
)
.

In light of decomposition (6.9) and the hypothesis (4.6) we have that εQ(0) ≤
Cε

3
2 , so that lemma 6.3 applies. With decomposition (6.9) and lemma 6.2 we

have that ∥∥u(1) − εA (ξ, η, t)
∥∥
`2

+
∥∥u(2) − εUε (ξ, η, t)

∥∥
`2

+ ‖w − εWε (ξ, η, t)‖`2 +
∥∥v(1)

∥∥
`2

+
∥∥v(2)

∥∥
`2

+ ‖z‖`2 ≤ 6εQ(t).

By lemma 6.3 we have that Q(t) ≤ ε
1
2

(
C + 1

2

)
exp (2KβAτ0) , and the result

follows.
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Chapter 7

Linear Stability for Solitary
Waves in 2D FPU

7.1 Introduction

In this chapter we will study FPU travelling waves in two-dimensions. From
Friesecke and Pego’s work [14] we know that with appropriate scaling the FPU
solitary wave converges to the KdV solitary wave, φγ(x), uniformly as ε→ 0.
Here we will show that we can use the one-dimensional FPU solitary wave to
construct a solitary wave of the two-dimensional FPU system, which is lin-
early stable under transverse perturbations. The analysis is a generalization
of Friesecke and Pego’s work in [16] and [17], and depends on the linear sta-
bility of a KdV soliton as a solution to the KP-II equation under transverse
perturbations developed by Mizumachi in [36].

We are interested in the behaviour of solutions of the system (4.8) in the
neighbourhood of a solitary wave solution. In particular we are interested in
seeing if a result analogous to theorems 1.1 and 1.2 can be extended to a two-
dimensional FPU system. We begin by denoting a solution to the α-model of
the FPU 2D lattice given by the dynamical system (4.8) by

r (j, k, t) =
[
u

(1)
j,k u

(2)
j,k wj,k v

(1)
j,k v

(2)
j,k zj,k

]T
. (7.1)

Introducing the coordinate x = j − ct, and the delay and advance operators
∆±f(x) = ± (f(x± 1)− f(x)), we look for solutions of the form r(j, k, t) =
rc (x). For each variable we plug this ansatz into the equations of motion
(4.8) to get the travelling wave reduction. Note that functions of this form are
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constant in the transverse direction, so that f(j, k + 1, t) = f(j, k, t)

−c d
dx
u(1)
c (x) =∆+wc(x),

−c d
dx
u(2)
c (x) =0,

−c d
dx
wc(x) =c2

1∆−u(1)
c (x) + α∆−

[(
u(1)
c (x)

)2
]
,

−c d
dx
v(1)
c (x) =∆+zc(x),

−c d
dx
v(2)
c (x) =0,

−c d
dx
zc(x) =c2

2∆−v(1)
c (x).

(7.2)

For simplicity, we study decaying solutions of the system (7.2) in space H1(R)

and denote uc(x) = u
(1)
c (x).

Lemma 7.1. There exists the unique solution of the system (7.2) in H1(R)
for c > c1 in the form

rc(x) =
[
uc(x) 0 wc(x) 0 0 0

]T
, (7.3)

where uc, wc ∈ H1(R) satisfy the following system

−c d
dx
uc(x) =∆+wc(x),

−c d
dx
wc(x) =c2

1∆−uc(x) + α∆−
[
(uc(x))2] . (7.4)

Proof. From the second and fifth equations, it follows that the solution is
constant and the constant is zero in space H1(R).

From the fourth and six equations, we get the linear wave equation solutions
of which are given by exponential functions (either oscillatory or divergent at
one infinity). In either case, the only admissible solution in H1(R) is zero.

From the first and third equation, we get exactly the same system as in
Theorem 1.1(a) of [14], which states existence and uniqueness (up to spatial
translation) of solutions in H1(R) for every c > c1.

We linearize in the neighbourhood of solitary wave rc (x) with the per-
turbation r(x, k, t), and taking a discrete Fourier transform in the transverse
variable k,

r̂(x, k̂, t) =
∑
m∈Z

eimk̂r(x,m, t)
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which will take differences in k to ±
(
e±ik̂ − 1

)
, for simplicity we will write

r(x, t) = r̂(x, k̂, t). The linearized equations of motion are given by,

∂tr − c∂xr = Lr = L0r + L1r, (7.5)

where L0 corresponds to contributions from the linear terms of the equations
of motion, whereas L1 is contributions from the nonlinear terms, given by

L0 =



0 0 0 0 ∆+ 0

0 0 0 0 eik̂ − 1 0

c2
1∆− c2

2

(
1− e−ik̂

)
0 0 0 0

0 0 0 0 0 ∆+

0 0 0 0 0 eik̂ − 1

0 0 c2
2∆− c2

1

(
1− e−ik̂

)
0 0


, (7.6)

and

L1 =


0 0 0 0 0 0
0 0 0 0 0 0

2α∆−uc(x) 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

 . (7.7)

The decomposition L = L0 + L1 is useful because L0 is an operator with
constant coefficients and L1 has potentials uc(x) decaying to zero at infinity.
Recall the exponentially weighted space `2

a:

`2
a =

{
u : Z→ R2|eaju(j) ∈ `2

}
.

We will say the linear system (7.5) is asymptotically stable in `2
a if there exist

positive constants K, β such that for any solution of the linearized evolution
equation (7.5) in `2

a satisfies the estimate:

‖w(t)‖`2a ≤ Ke−βt ‖w(s)‖`2a , (7.8)

provided t ≥ 0.

Conjecture 7.1. Suppose that k̂ ∈ [−π, π]. On any energy surface H = E
with E > 0 sufficiently small the unique supersonic solitary wave rc with c > c1

has the following property. There exists a, β, K > 0 in (7.8) such that if the
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initial data r0 satisfy

‖r0 − rc (· − ct0)‖ ≤
√
δ,

‖r0 − rc (· − ct0)‖`2a ≤ δ
(7.9)

and δ > 0 is sufficiently small, then the solution r (·, t) to the linearized FPU
equation (7.5) is asymptotically stable in `2

a.

Note that given the discrete Fourier transform of the transverse forward
shift operator on the lattice ∆̂+

k = eik̂−1, we have two cases. The first is when

k̂ = 0, which is the one-dimensional FPU system. This can be handled using
theorem 1.1 and 1.2 proven in [14], [16], and [17]. As we will see this case
breaks down into two three-by-three cases, one of which is does not involve
the solitary wave profile, the other further breaks down into the two-by-two
system for one dimensional FPU and a constant function, which is zero in `2

a.
The case when k̂ ∈ [−π, π] \ {0} the analysis is similar to the one-dimensional
case. However, as noted before the proof is incomplete as analytic estimates
in one of the lemmas are not finished.

7.2 Case k̂ = 0

When k̂ = 0, the system ṙ = Lr, with L = L0 +L1 as given in (7.6) and (7.7),
can be expressed as four decoupled systems of equations,

d

dt

[
r1

r3

]
=

[
0 ∆+

c2
1∆− + 2α∆−uc(x) 0

] [
r1

r3

]
, (7.10)

d

dt
r2 = 0, (7.11)

d

dt

[
r4

r6

]
=

[
0 ∆+

c2
2∆− 0

] [
r4

r6

]
, (7.12)

d

dt
r5 = 0. (7.13)

Solutions for r2, r5 are constant functions, for which only r2 = 0 = r5 are in
the solutions space `2.

The system (7.10) is the one-dimensional FPU system with a quadratic
potential, a special case of the system studied in [14]-[17]. For this system we
have the stability result given by theorem 1.2. The third system is constant
coefficient equation, and introducing

[
r4 r6

]
= eλt

[
R4 R6

]
, we find that this
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two-by-two system has the same spectrum as the one-dimensional FPU system
(7.10).

7.3 Eigenvalue Problem

Introducing r (x, t) = eλtR (x, t), we get the eigenvalue problem

λR (x) =

(
c
d

dx
+ L

)
R (x) = (A+ L1)R (x) , (7.14)

with A = c d
dx

+ L0. Here L1 is a relatively compact perturbation to the linear
operator A due to the exponential decay of uc(x) to zero at infinity.

The system (7.14) is in block diagonal form, for clarity we will define

λ

R1

R2

R3

 = D1

R1

R2

R3

 , λ

R4

R5

R6

 = D2

R4

R5

R6

 . (7.15)

where

D1 =

 c d
dx

0 ∆+

0 c d
dx

eik̂ − 1

c2
1∆− + 2α∆−uc(x) c2

2

(
1− e−ik̂

)
c d
dx

 ,
and

D2 =

 c d
dx

0 ∆+

0 c d
dx

eik̂ − 1

c2
2∆− c2

1

(
1− e−ik̂

)
c d
dx

 .
Note that by symmetry the continuous spectrum for D2 will be shown

to be identical to D1, with c1 and c2 interchanged. The argument for D2 is
simpler since it is a linear operator. For D1 the nonlinearity is handled by an
application of Weyl’s theorem.

In the case when k̂ = 0, R2(x) decoupled from the remainder of the system,
and we had the same system and spectrum as [16]. This will be handled in
section 7.2. In the case when k̂ 6= 0 we can reduce the first system in (7.15) to a
closed second order system in terms of R2(x) in order to study the continuous
spectrum.

Lemma 7.2. Suppose that k̂ ∈ [−π, π] \ {0}. Then the first system in (7.15)
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reduces to the following second order equation(
λ− c d

dx

)2

R1 =
(
c2

1∆+∆− + 2α∆+∆−uc(x)
)
R1

− 4c2
2 sin2

(
k̂
)
R1 + (1− e−ik̂)r2,

(7.16)

where r2 satisfies (
λ− c d

dx

)
r2 = 0. (7.17)

Proof. Applying the operator λ− c d
dx

to R1, R2, R3 yields,(
λ− c d

dx

)
R1 = ∆+R3(x),(

λ− c d
dx

)
R2 =

(
eik̂ − 1

)
R3(x),(

λ− c d
dx

)
R3 =

(
c2

1∆− + 2α∆−uc(x)
)
R1 + c2

2(1− e−ik̂)R2.

(7.18)

We seek a solution of the form

R2 = (∆+)−1
[
(eik̂ − 1)R1 + r2

]
, (7.19)

where r2 satisfies (
λ− c d

dx

)
r2 = 0. (7.20)

The first equation of (7.18) gives

R3 = (∆+)−1

(
λ− c d

dx

)
R1. (7.21)

From the expressions (7.19)-(7.21) we see that the second equation of (7.18)
is satisfied. In light of equations (7.19) and (7.21) the third equation of (7.18)
gives, (

λ− c d
dx

)2

R1 =
(
c2

1∆+∆− + 2α∆+∆−uc(x)
)
R1

− 4c2
2 sin2

(
k̂
)
R1 + (1− e−ik̂)r2.

(7.22)
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7.4 Essential Spectrum

In this section we will study the essential spectrum of the first system in (7.15).
In particular we show that the real part of the spectrum is negative. To prove
this we use a result about the spectrum of one-dimensional FPU from [16],
which coincides with the spectrum of the operator we study when k̂ = 0.

Lemma 7.3. Suppose that k̂ ∈ [−π, π] \ {0}. If c > c1 and 0 < a < ac where

ac > 0 is the solution of sinh(1
2
ac)
(

1
2
ac
)−1

= c
c1

then the essential spectrum of

the operator c∂x + L in L2
a does not intersect the closed right half plane.

Proof. Since uc(x) vanishes at infinity we have that L1 is relatively compact,
so by Weyl’s theorem (theorem 14.6 in [28]) the essential spectrum of L0 and
L = L0 +L1 coincide, and it suffices to compute the spectrum of L0. To study
the eigenvalue problem we look at equation (7.16) with r2 = 0,(

λ− c d
dx

)2

R1 =
(
c2

1∆+∆− + 2α∆+∆−uc(x)
)
R1

− 4c2
2 sin2

(
k̂
)
R1.

(7.23)

Take a Fourier transform in the x variable of we get

(λ− icx̂+ ac)2 =

(
−4c2

1 sin2

(
x̂+ ia

2

)
− 4c2

2 sin2(
k̂

2
)

)
. (7.24)

Setting λ = λR + iλI , then expanding and comparing the real and imaginary
parts we have the following pair of equations,

(λR + ac)2 − (λI − cx̂)2 = −4c2
2 sin2

(
k̂

2

)

− 4c2
1

[
sin2

(
x̂

2

)
cosh2

(a
2

)
− cos2

(
x̂

2

)
sinh2

(a
2

)]
and

(λR + ac) (λI − cx̂) = −c2
1 sin (x̂) sinh(a).

The second equation allows us to eliminate (λI − cx̂), after which the first
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equation gives a quadratic equation in terms of (λR + ac)2 with roots,

(λR + ac)2 = c2
1 (cos (x̂) cosh (a)− 1)− 2c2

2 sin2

(
k̂

2

)

±

√√√√c4
1 sinh2 (a) sin2 (x̂) +

(
c2

1 (1− cos (x̂) cosh (a)) + 2c2
2 sin2

(
k̂

2

))2

.

The negative root can be rejected as λR + ac is a real number.
We’d like to show that λR < 0. The case for λR(0) is the spectrum studied

in [16] where it is shown that λR(0) < 0, we’d like to show that this continues
to hold for λR(k̂) when k̂ ∈ [−π, π] \ {0}. Note that if for the negative root
this is trivially satisfied, so we consider the case when λR(k̂) +ac > 0. We will
show that

λR(k̂) + ac ≤ λR(0) + ac < ac,

since λR(k̂) ≥ 0 and λR(0) ≥ 0 it is sufficient to show that(
λR(k̂) + ac

)2

≤ (λR(0) + ac)2 .

To do this we define the function

f
(
k̂
)

= −γ1 − 2c2
2 sin2

(
k̂

2

)
+

√√√√γ2
2 +

(
γ1 + 2c2

2 sin2

(
k̂

2

))2

,

with γ1 = c2
1 (1− cos (x̂) cosh (a)) , γ2 = c2

1 sinh (a) sin (x̂). Taking a derivative
with respect to k̂ we have,

f ′(k̂) = 2c2
2 sin

(
k̂

2

)
cos

(
k̂

2

) γ1 + 2c2
2 sin2

(
k̂
2

)
√(

γ1 + 2c2
2 sin2

(
k̂
2

))2

+ γ2
2

− 1

 .

For any collection of parameters the following inequality holds,∣∣∣∣∣∣∣∣
γ1 + 2c2

2 sin2
(
k̂
2

)
√(

γ1 + 2c2
2 sin2

(
k̂
2

))2

+ γ2
2

∣∣∣∣∣∣∣∣ ≤ 1,

then for k̂ ∈ [0, π] the derivative is non-positive, f ′(k̂) ≤ 0. Integrating this
inequality from 0 to k̂ yields the result for k̂ ∈ [0, π], and since f is an even
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function in k̂ we have the same inequality for k̂ ∈ [−π, 0].
To finish studying the continuous spectrum we look for solutions of (7.16)

when r2 6= 0 but satisfies (7.17). In this case the continuous spectrum in L2
a is

given by λ = icx̂− ac, r2(x) = e(ix̂−a)x, equation (7.16) becomes,(
λ− c d

dx

)2

R1 =
(
c2

1∆− + 2α∆−uc(x)
) (

∆+R1 + e(ix̂−a)x
)

− 4c2
2 sin2

(
k̂
)
R1.

(7.25)

We are concerned with the growth of R1 as |x| → ∞, since uc(x)→ 0 in this
limit we have(

λ− c d
dx

)2

R1 =
(
c2

1∆−
) (

∆+R1 + e(ix̂−a)x
)
− 4c2

2 sin2
(
k̂
)
R1. (7.26)

In this limit the equation is satisfied by λ = icx̂− ac,R2(x) = re(ix̂−a)x, where
r is constant in x. Plugging this form into the equation yields,

0 = (−4(c2
1 sin2

(
x̂+ ia

2

)
+ c2

2 sin2

(
k̂

2

)
) + c2

1(1− e−ix̂+a))reix̂−a. (7.27)

Simplifying we find that r is given by,

r =
c2

1

(
1− e−ix̂+a

)
4
(
c2

1 sin2
(
x̂+ia

2

)
+ c2

2 sin2
(
k̂
2

)) . (7.28)

The spectrum of (7.25) is in the left half-plane. Equations (7.27)-(7.28) are
valid when the denominator is non-zero, this condition holds away from the
intersections of icξ̂−ac and solutions to (7.24). This is illustrated in figures 7.7
and 7.8, the condition holds away from the intersection between the blue curve
and vertical red line. At these intersections a resonance occurs, however since
at these points we still have that Reλ < 0, the growth due to the resonance
will be dominated by the exponential decay of solutions in time.

The case when k̂ = 0 reduces to the spectrum studied in the case of one-
dimensional FPU, by Friesecke and Pego in [16]. Plotting the spectrum in a
similar scenario to the case of Friesecke and Pego, where a = 0.2 or a = 2,

c1 = c2, c
c1

= 1.25, we find that the effect of the sin
(
k̂
)

term is to decrease

the maximum of Re (λ), this is illustrated in figures 7.7 and 7.8. Note that the
blue curves and the red line respresent distinct branches of the continuous spec-
trum, the blue curve represent solutions of (7.24), while the red vertical line
represents the line λ = icξ̂ − ac. These intersect infinitely many points due to
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the periodicity of the spectrum in Im(λ). At points of intersection resonances
occur, resonances however will not be an issue for stability in an exponentally
weighted space as the linear growth at a resonance will be dominated by the
exponential decay rate.
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(c) k̂ = π.

Figure 7.7: Plot of λ+ ∪ λ− ∪ {ik̂c− ac|k̂ ∈ R} when a = 0.2 for varied values
of k̂
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(a) k̂ = 0.
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Figure 7.8: Plot of λ+ ∪ λ− ∪ {ik̂c− ac|k̂ ∈ R} when a = 2 for varied values
of k̂

7.5 Reduction to the linearized KP-II equa-

tion

In this section we will formally derive the linearized KP-II equation from the
linearized two-dimensional FPU system. Before proceeding recall that given
the KdV equation

−2cs∂ξ∂τR =
c2
s

12
∂4
ξR + α∂2

ξ

(
R2
)
, (7.29)

we may seek a solitary wave solution of the form

R (ξ, τ) = φγ (ξ − γτ) , (7.30)
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parametrized by γ > 0. The solitary wave satisfies the ODE,

cs
24
φ′′′γ (ξ)− γφ′γ (ξ) +

α

cs
φγ (ξ)φ′γ (ξ) = 0, (7.31)

which a solution

φγ (ξ) =
3c1γ

α
sech2

(√
6γ

c1

(ξ − γτ)

)
. (7.32)

It was proven by Friesecke and Pego in [14] that a solitary wave of the FPU
system uc(x) converges uniformly to ε2φγ(εx) as ε→ 0, where c = c1 + ε2γ.

The linearized equations of motion in the neighbourhood of an FPU soliton
uc(x) are given by,

λR1(x) =cR′1(x) +R5(x+ 1)−R5(x),

λR2(x) =
(
eik̂ − 1

)
R5(x) + cR′2(x),

λR5(x) =c2
1 (R1(x)−R1(x− 1)) + c2

2

(
1− e−ik̂

)
R2(x)

+ cR′5(x) + 2α (uc(x)R1(x)− uc(x− 1)R1(x− 1)) .

(7.33)

Introducing the scaling x = ε−1ξ, k̂ = ε2η̂, λ = ε3Λ, c = c1 + ε2γ and the
rescaled functions Rj(ξ) = Rj(εx), .0j = 1, 2, 5. We write the equations of
motion (7.33) with this scaling,

ε3ΛR1(ξ) =ε
(
c1 + ε2γ

)
R′1(ξ) +R5(ξ + ε)−R5(ξ),

ε3ΛR2(ξ) =
(
eiε

2η̂ − 1
)
R5(ξ) + ε

(
c1 + ε2γ

)
R′2(ξ),

ε3ΛR5(ξ) =c2
1 (R1(ξ)−R1(ξ − ε))

+ c2
2

(
1− e−iε2η̂

)
R2(ξ) + ε

(
c1 + ε2γ

)
R′5(ξ)

+ 2αε2 (φγ(ξ)R1(ξ)− φγ(ξ − ε)R1(ξ − ε)) ,

(7.34)

where φγ(ξ) is the KdV solitary wave given by (7.32). Expanding the first
equation in (7.34) in Taylor series yields

ε3ΛR1(ξ) =ε
(
c1 + ε2γ

)
R′1(ξ) + εR′5(ξ) +

ε2

2
R′′5(ξ) +

ε3

6
R′′′5 (ξ). (7.35)

Seeking an approximate solution for R1 of the form

R(ε)
1 = R(0)

1 + εR(1)
1 + ε2R(2)

1 . (7.36)

Plugging the approximate solution (7.36) into the first equation of (7.35) and
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comparing orders of epsilon yields,

R(0)
1 = − 1

c1

R5(ξ),

R(1)
1 = − 1

2c1

R′5(ξ),

R(2)
1 =

γ

c2
1

R5(ξ)− 1

6c1

R′′5(ξ)− Λ

c2
1

∂−1
ξ R5(ξ).

(7.37)

Expanding the second equation in (7.34) in Taylor series yields

ε3ΛR2(ξ) =iε2η̂R5(ξ) + ε
(
c1 + ε2γ

)
R′2(ξ), (7.38)

Seeking an approximate solution for R2 of the form

R(ε)
2 = R(0)

2 + εR(1)
2 + ε2R(2)

2 . (7.39)

Plugging the approximate solution (7.39) into the first equation of (7.38) and
comparing orders of epsilon yields,

R(0)
2 = 0, R(1)

2 = −iη̂
c1

∂−1
ξ R5, R(2)

2 = 0. (7.40)

Expanding the last equation of (7.34) in Taylor series,

Λε3R5 = εc1R′5 + ε3γR′5 + c2
1

(
εR′1 −

ε2

2
R′′1 +

ε3

6
R′′′1
)

+ c2
2ε

2 (iη̂)R2 (7.41)

We use (7.36) and (7.39), discard higher order terms to find that R5 satisfies
the eigenvalue problem for the KP-II equation linearized in the neighbourhood
of a KdV solitary wave given by,

ΛR5 = LR5, (7.42)

where

LR5 = γ
d

dξ
R5 −

c1

24
∂3
ξR5 +

c2
2

2c1

η̂2∂−1
ξ R5 −

α

c1

∂ξ (φγ(ξ)R5(ξ)) . (7.43)

For comparison we can expand the essential spectrum of the two-dimensional
FPU system in this limit. In the asymptotic limit we replace x̂ = εξ̂, k̂ =
ε2η̂, λ = ε3Λ, a = εã, expanding equation (7.24) in Taylor series and truncating
terms of O(ε6) and higher, we get that the essential spectrum of FPU is given
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by(
ε3Λ− icεξ̂ + εãc

)2

= c2
1

(
−ε2

(
ξ̂ + iã

)2

+
ε2

12

(
ξ̂ + iã

)4
)
− c2

2η̂
2ε4. (7.44)

Expanding the left hand side and truncating terms of O(ε6) and higher we
have

Λ = i
c2 − c2

1

2ε2c

(
ξ̂ + iã

)
+
ic2

1

24c

(
ξ̂ + iã

)3

− i c
2
2

2c

η̂2

ξ̂ + iã
(7.45)

Using c = c1 + ε2γ we have

Λ =
1

c1 + ε2γ

(
i(c1γ +O(ε2))

(
ξ̂ + iã

)
+
ic2

1

24

(
ξ̂ + iã

)3

− ic
2
2

2

η̂2

ξ̂ + iã

)
.

(7.46)

Formally the limit as ε→ 0 is given by

Λ = iγ
(
ξ̂ + iã

)
+
ic1

24

(
ξ̂ + iã

)3

− i c
2
2

2c1

η̂2

ξ̂ + iã
, (7.47)

which coincides with the linearized KP-II equation (7.42) at infinities where
the potential terms are small.

7.6 FPU eigenvalue problem in the asymp-

totic limit

Introducing the operators

K1 =

(
λ− c d

dx

)2

− c2
1∆+∆− + 4c2

2 sin2(
k̂

2
)

K2 = 2α∆+∆−uc(x)

(7.48)

we may rewrite equation (7.16) as the system

R1 = (K1)−1K2R1. (7.49)

Applying the scaling x = ε−1ξ, a = εã, λ = ε3

24
cΛ, k̂ = ε2η̂, and the scaled finite

difference operators ∆±ε f(x) = ±(f(x ± ε) − f(x)), we may write the system
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as

R1 = (K
(ε)
1 )−1K

(ε)
2

(
ε−2uc(

ξ

ε
)

)
R1 (7.50)

where

K
(ε)
1 = c2

(
ε3

24
Λ− ε∂ξ

)2

− c2
1∆+

ε ∆−ε + 4c2
1 sin2(ε2 η̂

2
)

K
(ε)
2 = 8α∆+

ε ∆−ε

(7.51)

Note that in the limit ε → 0 we have ε−2uc(
ξ
ε
) → φc(ξ), the solitary wave of

the KdV equation. For this system we have the corresponding Fourier symbol

m(ε) =

[
c2

(
ε3

24
Λ− ε

(
iξ̂ − ã

))2

− 4c2
1 sinh2(ε

iξ̂ − ã
2

)

+4c2
1 sin2(ε2 η̂

2
)

]−1

(8αε2 sinh2(ε
iξ̂ − ã

2
))

(7.52)

Denoting ν = iξ̂− ã, setting c = c1 + ε2 c1
24

, and expanding the above in Taylor
series yields

m(ε) =

[
c2

1

12
ν2 − c2

1

12
Λν − c2

1

12
ν4 + c2

2η̂
2 +O(ε2(ν6 + η̂4 + Λ2 + νΛ))

]−1

·
(
2ãν2 +O(ε2ν4)

)
=

(
ν − Λ− ν3 + 12

c2
2

c2
1

ν−1η̂2 +O(ε2)

)−1(
24α

c2
1

ν +O(ε2)

) (7.53)

Formally the limit as ε→ 0 of m(ε) is given by

m(0) =

(
ν − Λ− ν3 + 12

c2
2

c2
1

ν−1η̂2

)−1(
24α

c2
1

ν

)
. (7.54)

The limit equation
m(0)φ(ξ)R1 = R1, (7.55)

is the KP-II equation linearized in the neighbourhood of a KdV soliton.
For this section we will use the following notations. For the continuous

spectrum of the one-dimensional FPU we will write,

P±(ε(iξ̂ − ã)) = ε(iξ̂ − ã)± 2
c1

c
sinh(

ε

2
(iξ̂ − ã)) (7.56)
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For the continuous spectrum of the two-dimensional FPU, we will write

σ±(ε(iξ̂ − ã), ε2η) = ε(iξ̂ − ã)± 2
c1

c
µ(ε(iξ̂ − ã), ε2η), (7.57)

where

µ(ε(iξ̂ − ã), ε2η) =

√
sinh2(

ε

2
(iξ̂ − ã))− c2

2

c2
1

sin2(
ε2

2
η̂) (7.58)
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Figure 7.9: Plot of the spectrum of the linearized KP-II equation (red) with
the continuous spectrum of the FPU system (blue dots) when ã = 0.9 and

ε = 10−2 for various values of η̂. The green shaded region represents
Re Λ > ã3 − ã, |Im Λ| ≤ 24πε−3

Figure 7.9 illustrates that for small epsilon the spectrum of the two-dimensional
FPU system converges to the spectrum of the linearized KP-II equation. Both
spectra are contained in the left half plane for ã > 0. The green shaded region
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represents Re Λ > ã3 − ã, |Im Λ| ≤ 24πε−3, a region which does not contain
the KdV spectrum, and for small êta contains two isolated points of the lin-
earized KP-II spectra. This region will be studied in lemma 7.4, the goal is to
establish that the spectrum of FPU problem in the small epsilon limit has no
points in the green region.

The following lemma is a generalization of proposition 3.2 in [17] for nonzero
η̂. The goal of the lemma is to establish that within the green strip in figure
7.9 either the truncated Taylor series of m(ε) converges uniformly to m(0), the
linearized KP-II equation, or both m(ε) and m(0) converge to zero as ε→ 0.

Lemma 7.4. Fix ã ∈ (0, 1), c1 = c2, let β∗ be a number in the interval
(0, ã− ã3), and 0 < δ < 1

6

Let

Ωε = {(Λ, ξ̂, η̂)|ξ̂ ∈ R, |η̂| ≤ πε−2,Re Λ ≥ −β∗, |Im Λ| ≤ πε−3},

Ω̃ε = {(Λ, ξ̂, η̂)|ξ̂ ∈ R,
∣∣∣εξ̂∣∣∣ ≥ ε1−δ, |η̂| ≤ πε−2,Re Λ ≥ −β∗, |Im Λ| ≤ πε−3},

and
Ωε

0 = {(Λ, ξ̂, η̂)|
∣∣∣ε 1

3 ξ̂
∣∣∣ ≤ εδ,

∣∣∣ε 1
2 η̂
∣∣∣ ≤ εδ, |εΛ| ≤ εδ} ∩ Ωε.

Then
sup

(Λ,ξ̂,η̂)∈Ω̃ε

∣∣m(ε) −m(0)
∣∣→ 0 as ε→ 0.

Further,
sup

(Λ,ξ̂,η̂)∈Ω̃ε\Ωε0

∣∣m(ε)
∣∣→ 0 as ε→ 0,

and
sup

(Λ,ξ̂,η̂)∈Ωε\Ωε0

∣∣m(0)
∣∣→ 0 as ε→ 0.

Proof. The proof is broken down into a number of regions. The first of which
is the regime where m(ε) converges to the KP-II equation.

Region 0: We introduce a small parameter δ > 0, and define the subset

Ωε
0 = {(Λ, ξ̂, η̂)|

∣∣∣ε 1
3 ξ̂
∣∣∣ ≤ εδ,

∣∣∣ε 1
2 η̂
∣∣∣ ≤ εδ, |εΛ| ≤ εδ} ∩ Ωε.

On this region we have for the Taylor remainder terms that ε2Λ2 = O(ε2δ), ε2ν6 =

O(ε6δ), ε2η̂4 = O(ε4δ), ε2Λν = O(ε
2
3

+2δ) + O(ε1+δ), so that the numerator and
denominator of m(ε) converge uniformly to the numerator and denominator of
m(0) as ε → 0. We’d like to show that m(0) is bounded by showing that the
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denominator is uniformly bounded away from zero. Note that

Re

(
ν − Λ− ν3 + 12

c2
2

c2
1

|ν|−2ν̄η̂2

)
= −ã− Re Λ +

(
ã3 − 3ãξ̂2

)
− 1̃2a

c2
2

c2
1 |ν|

2 η̂
2

≤ −ã+ ã3 + β∗ < 0

(7.59)

where the last inequality holds by hypothesis.
Region 1:

Ωε
1 = {(Λ, ξ̂, η̂)|

∣∣∣εξ̂∣∣∣ ≥ π + 2
√

2 + 0.1} ∩ Ωε.

Our strategy for this region will be to show that the denominator of m(ε) is
bounded away from zero, for sufficiently small, while the numerator goes to
zero. We will show the denominator is bounded away from zero by showing
that the imaginary part is bounded away from zero. Since |Imλ| ≤ π, in the
denominator we have

|Im(λ− σ±)| ≥
∣∣∣εξ̂∣∣∣− π − 2

c1

c
|µ| .

For the magnitute of µ,

|µ| =

(
(sinh2(

εã

2
) cos2(

εξ̂

2
)− cosh2(

εã

2
) sin2(

εξ̂

2
)− sin2(

ε2η̂

2
))2

+4 sinh2(
εã

2
) cos2(

εξ̂

2
) cosh2(

εã

2
) sin2(

εξ̂

2
)

) 1
4

.

(7.60)

We can bound this on the given region by noting,∣∣∣∣∣sinh2(
εã

2
) cos2(

εξ̂

2
)− (cosh2(

εã

2
) sin2(

εξ̂

2
) + sin2(

ε2η̂

2
))

∣∣∣∣∣
1
2

≤

∣∣∣∣∣sinh(
εã

2
) cos(

εξ̂

2
)

∣∣∣∣∣+ (cosh2(
εã

2
) sin2(

εξ̂

2
) + sin2(

ε2η̂

2
))

1
2

≤

∣∣∣∣∣sinh(
εã

2
) cos(

εξ̂

2
)

∣∣∣∣∣+ (cosh2(
εã

2
) + sin2(

ε2η̂

2
))

1
2 ,

(7.61)
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and,√
2 sinh(

εã

2
) cos(

εξ̂

2
) cosh(

εã

2
) sin(

εξ̂

2
) ≤

√
2

∣∣∣∣sinh(
εã

2
) cosh(

εã

2
)

∣∣∣∣. (7.62)

Taking the limit as ε→ 0 we see that

lim
ε→0

2
c1

c
|µ| = 2

√
2

on the region, so that for sufficiently small epsilon we may take 2 c1
c
|µ| < 2

√
2+

0.05, so that the denominator is bounded away from zero. For a sufficiently
small ε, the numerator is bounded by

8αε2|sinh2(
ε

2
(iξ̂ − ã)) ≤ cosh2(

ε

2
ã) ≤ 16αε2.

Consequently sup
Ωε1

|mε| → 0 as ε→ 0.

Region 2:

Ωε
3 = {(Λ, ξ̂, η̂)|ε1−δ ≤

∣∣∣εξ̂∣∣∣ ≤ π + 2
√

2 + 0.1} ∩ Ωε.

We will bound the denominator using the real part of λ − σ± (which we will
compare with the real part of λ− P±), and the inequality

|λ− a| |λ− b| ≥ 1

2
|b− a|min (|λ− a| , |λ− b|).

In order to apply the inequality we use that∣∣∣sinh(
ε

2
(iξ̂ − α̃))

∣∣∣ =
∣∣∣sinh2(

ε

2
(iξ̂ − α̃))

∣∣∣ 12 ≤ |µ|+ ∣∣∣∣sin(
ε2

2
η̂)

∣∣∣∣ ,
to write ∣∣m(ε)

∣∣ ≤ 8αε2c−2
∣∣∣sin( ε

2
(iξ̂ − α̃))

∣∣∣
min (|λ− σ+| , |λ− σ−|)

(1 +

∣∣∣sin( ε
2

2
η̂)
∣∣∣

|µ|
).

We require that the term

∣∣∣sin( ε
2

2
η̂)
∣∣∣

|µ| remain bounded in the region for small ε.
The size of µ is bounded below by

|µ| ≥

∣∣∣∣∣sinh2(
εã

2
) cos2(

εξ̂

2
)− cosh2(

εã

2
) sin2(

εξ̂

2
)− sin2(

ε2η̂

2
)

∣∣∣∣∣
1
2

.

103



Ph.D. Thesis – N. Hristov McMaster University – Math and Stats

For sufficiently small ε and sufficiently large εξ̂ the function sinh2( εã
2

) cos2( εξ̂
2

)−
cosh2( εã

2
) sin2( εξ̂

2
) < 0, consequently µ ≥

∣∣∣sin2( ε
2η̂
2

)
∣∣∣, and the desired bound

holds. It remains to check that for a sufficiently small ε this condition holds
for each εξ̂ in the region. Note that roots of the function are located at
εξ̂
2

= arctan(tanh( εã
2

)) ≤ εã
2

, since εξ̂
2
≥ ε1−δ, for a sufficiently small epsilon we

have that εξ̂
2
> εã

2
.

For each ε2η̂ ∈ R and
∣∣∣εξ̂∣∣∣ ≤ π we have,

ReP+ ≤ Reσ− ≤ Reσ+ ≤ ReP−, (7.63)

so that

−Reσ+ ≥ −Reσ− ≥ −ReP−. (7.64)

From [17] we have on this region that

Re(λ− σ−) ≥ Re(λ− P−) ≥ ε2−δã

∣∣∣εξ̂∣∣∣
25

. (7.65)

Similarly ε2η̂ ∈ R and π ≤
∣∣∣εξ̂∣∣∣ ≤ π + 2

√
2 + 0.1 we have,

ReP− ≤ Reσ− ≤ Reσ+ ≤ ReP+, (7.66)

so that

−Reσ+ ≥ −Reσ− ≥ −ReP+. (7.67)

On this region we have that

Re(λ− P−) ≥ − 1

24
ε3β∗ + εã+ (εã+

ε3

24
(ã3 − ã) +O(ε5)) cos(

ε

2
ξ̂)

= εã(1 + cos(
ε

2
ξ̂)) +O(ε3)

(7.68)

Since 1
2
(π+2

√
2+0.1) < π we have that 1+cos( ε

2
) ≥ 1+cos(1

2
(π+2

√
2+0.1)) >

0 on the region, and for a sufficiently small ε

Re(λ− P−) ≥ (1 + cos(
1

2
(π + 2

√
2 + 0.1)))εã (7.69)

For a sufficiently small ε the lower bound in (7.65) is smaller than the lower
bound in (7.69), and hence a lower bound for the denominator on the entire
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region. Hence on the region we have

sup
Ωε2

∣∣m(ε)
∣∣ ≤ 8α

c2

25ε2

ε2−δã
∣∣∣εξ̂∣∣∣

∣∣∣sinh(
ε

2
(iξ̂ − ã))

∣∣∣ . (7.70)

For the sinh term note that
∣∣∣sinh( ε

2
(iξ̂ − ã))

∣∣∣ ≤√sin2( ε
2
ξ̂) + sinh2( ε

2
ã). Since

sin2(x) ≤ x2 for all x and
∣∣sinh( ε

2
ã)
∣∣ ≤ ε for sufficiently small ε we have∣∣∣sinh( ε

2
(iξ̂ − ã))

∣∣∣ ≤ √∣∣∣ε ξ̂2 ∣∣∣2 + ε2 ≤
∣∣∣εξ̂∣∣∣, where the final inequality holds on

this region since
∣∣∣εξ̂∣∣∣ ≥ ε1−δ ≥ ε. Consequently we have

sup
Ωε2

m(ε) ≤ 200α

c2
εδ, (7.71)

hence lim
ε

∣∣m(ε)
∣∣ = 0 uniformly in this region.

We finish off by showing convergence to zero of m(0) in the appropriate
regimes.

Region 1-2: (
∣∣∣εξ̂∣∣∣ ≥ ε1−δ) Recall by hypothesis that we have −ã+ã3 ≤ Re Λ

Re(ν − ν3 − Λ + 12
c2

2

c2
1

η̂2 ν̄

|ν2|
) = −ã+ ã3 − 3ãξ̂2 − Re Λ− 12

ãc2
2

c2
1

η̂2

|ν|2

≤ −3ãξ̂2

(7.72)

In this region ξ̂ is large for small ε, so that |ν| ≤
∣∣∣ξ̂∣∣∣+ ã ≤ 2

∣∣∣ξ̂∣∣∣, so

sup
Ωε1∪Ωε2

m(0) ≤ 48
α

c2
1

∣∣∣ξ̂∣∣∣ ≤ 48
α

c2
1

εδ (7.73)

and m(0) converges to zero uniformly on the region as ε→ 0.

Region 3: (
∣∣∣εξ̂∣∣∣ ≤ ε1−δ, |εΛ| ≥ εδ) We split this into two pieces, when

|η̂| < εδ−
1
2 and when |η̂| ≥ εδ−

1
2 . In both cases we will use that for a sufficiently

small ε
When |η̂| < εδ−

1
2 we have for a sufficiently small ε that∣∣∣∣ν − ν3 − Λ + 12

c2
2

c2
1

η̂2 1

ν

∣∣∣∣ ≥ |Λ| − |ν| − |ν|3 − 12
c2

2

ãc2
1

|η̂|2

≥ ε−1+δ − 2ε−δ − 8ε−3δ − 12
c2

2

ãc2
1

ε−1+2δ ≥ 1

2
ε−1+δ,

(7.74)
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so that

m(0) ≤ 48
α

c2
1

ε1−2δ. (7.75)

Alternatively if |η̂| ≥ εδ−
1
2 we can estimate the denominator using the real

part,

Re(ν − ν3 − Λ + 12
c2

2

c2
1

η̂2 ν̄

|ν2|
) = −ã+ ã3 − 3ãξ̂2 − Re Λ− 12

ãc2
2

c2
1

η̂2

|ν|2

≤ −12
ãc2

2

c2
1

η̂2

|ν|2
(7.76)

We then have that∣∣m(0)
∣∣ ≤ 2α

ãc2
2

|ν|3

η̂2
≤ 2α

ãc2
2

ε−3δε1−2δ =
2α

ãc2
2

ε1−5δ (7.77)

We see that the latter of these estimates is large for small ε, so

sup
Ωε3

∣∣m(0)
∣∣ ≤ 2

α

ãc2
2

ε1−5δ (7.78)

and m() converges to zero uniformly on the region as ε→ 0.

Remark. As of now the proposition could not be fully generalized as there are
problems getting good analytic estimates of the contribution of the transverse
variable in the long wavelength, long time regime for m(ε). The statement has
been fully generalized for m(0). Namely what remains to be proven is that m(ε)

converges to m(0) on the following region:

Ωε
3 = {(Λ, ξ̂, η̂)|

∣∣∣εξ̂∣∣∣ ≤ ε1−δ, |εΛ| > εδ} ∩ Ωε.

This is the reason for defining the region Ω̃ε in the statement of the lemma.

Extending this lemma so that the convergence holds on this final region
would show that the operator m(ε) converges either to zero or to the linearized
KP-II equation as ε → 0. We could use this, along with stability of the lin-
earized KP-II equation in exponentially weighted spaces L2

a, to obtain stability
in `2

a for sufficiently small energy for the first system in (7.15). For the sec-
ond system in (7.15) we use that it is a constant coefficient equation whose
spectrum has Reλ < 0.
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Chapter 8

Conclusion

In this thesis we extended the known results regarding the small-amplitude,
long-wavelength limit of the FPU system to two dimensions. We provided a
rigorous justification of the KP-II equation as an approximation in this limit,
and studied the asymptotic stability of line solitary waves for the linearized
two-dimensional FPU system.

Theorem 4.1 is our first major result, we justified the KP-II equation as
the long-wavelength, small-amplitude limit of the two-dimensional FPU sys-
tem on a square lattice. Our result states that if the initial conditions for
a two-dimensional FPU α-model in strain coordinates is initially ε

5
2 -close to

a sufficiently smooth, and appropriately scaled, solution of the KP-II equa-
tion, it remains ε

5
2 -close for timescales of O(ε−3). While two-dimensional FPU

systems had been rigorously, such as in [19] and [8], studied in this limit previ-
ously these results did not consider transverse perturbations. This result is a
necessary step for study line solitary waves of the associated two-dimensional
FPU system.

In our second major result, theorem 5.1, we justified the KP-II equation
for the diagonal propagation of the two-dimensional FPU system. For this
result we worked with the same system as in theorem 4.1, and proved that the
KP-II equation is the long-wavelength, small-amplitude limit of this system
in a propagation direction which is not the horizontal axis. We prove that,
in the appropriate variables, if the system is initially ε

5
2 -close to a collection

of functions, which depend only on a solution of the KP-II equation and its
derivatives, then it remains ε

5
2 -close for time scales of O(ε−3).

In our third result, theorem 6.1, we justify the cubic KP-II equation in
the small-amplitude short-wavelength limit of a two-dimensional cubic FPU
system. Our result states that if the initial conditions for a two-dimensional
FPU β-model in strain coordinates is initially ε

3
2 -close to a sufficiently smooth,

and appropriately scaled, solution of the KP-II equation, it remains ε
3
2 -close

for timescales of O(ε−3). The result is similar to that of the α-model, with the
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cubic nonlinearity changing the scaling used for the approximating functions,
and the limiting equation replaced with a modified nonlinearity on the limiting
KP-II equation.

In Chapter 7 we study the transverse stability of the line solitary waves
in a two-dimensional FPU system. The stability of line-solitary waves would
provide information about the long time dynamics of the system. We obtained
rigorous results regarding the spectrum of the linearized operator of the FPU
system from the spectrum of the linearized operator of the KP-II equation. In
lemma 7.3 we established that the spectrum of the linearized FPU system had
a negative real part, and while there are resonances present, the growth due to
resonances is dominated by exponential decay. In lemma 7.4 we proved that
the linearized FPU operator either converges to the linearized KP-II operator,
or to zero, as long as the wave number is not too small. This is not a full
generalization of the analogous one-dimensional result, and some more work
is needed here to establish transverse stability of the line solitary waves.

The work on the KP-II limit can be extended by considering lattices with
diagonal springs, as had been considered in other works, such as in [8]. Ad-
ditionally in this thesis we only considered propagation along the horizontal
axis or the main diagonal, but arbitrary propagation direction has not been
considered. As with the one-dimensional case polyatomic models, ones with
more complicated potentials can be considered.

As a future work, one can study if the proof of nonlinear stability of line
solitary waves can be developed for small-amplitude solitary waves in two-
dimensional FPU systems. Additional work can also be done on studying the
resonant mode in order to establish asymptotic stability of line solitary waves
in the two-dimensional FPU system. Additionally we did not study whether
resonant solitary interactions, although a resonance did appear in the study of
the FPU spectrum, are present in the two-dimensional FPU system, as they
are in the KP-II equation.

108



Bibliography

[1] D. Bambusi and A. Maspero, “Birkhoff coordinates for the Toda lattice
in the limit of infinitely many particles with an application to FPU,”
Journal of Functional Analysis, vol. 270, no. 5, pp. 1818–1887, 2016.

[2] D. Bambusi, “Nekhoroshev theorem for small amplitude solutions in
nonlinear Schrödinger equations,” Mathematische Zeitschrift, vol. 230,
no. 2, pp. 345–387, 1999.

[3] D. Bambusi, A. Carati, A. Maiocchi, and A. Maspero, “Some analytic
results on the FPU paradox,” Hamiltonian Partial Differential Equations
and Applications, vol. 75, pp. 235–254, 2015.

[4] J. T. Beale, “Exact solitary water waves with capillary ripples at infin-
ity,” Comm. Pure Appl. Math., vol. 44, no. 2, pp. 211–257, 1991.

[5] G. P. Berman and F. M. Izrailev, “The Fermi–Pasta–Ulam problem:
Fifty years of progress,” Chaos: An Interdisciplinary Journal of Nonlin-
ear Science, vol. 15, no. 1, p. 015 104, Mar. 2005.

[6] J. Bourgain, “On the Cauchy problem for the Kadomstev-Petviashvili
equation,” Geometric and Functional Analysis, vol. 3, no. 4, pp. 315–
341, 1993.

[7] Burtsev, S. P., “Damping of soliton oscillations in media with a negative
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